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ABSTRACT

In the ongoing study of planetary and satellite compositions, spectral data col-
lected from planetary surfaces are often compared to laboratory spectra of minerals
collected under Earth’s atmospheric conditions. However, temperature can have
a significant effect on the underlying physical phenomena that give rise to the
spectral features of a mineral. Here, the mixed valence hydrous sulfate romerite,
FeZ+Fez3+(SO4)4- 14 H,O is used to study these effects. In their investigations of
Jupiter’s icy satellites, researchers have proposed hydrous sulfates may be a princi-
pal constituent of their surfaces, and on Mars, hydrous sulfates have been identified.
Thus, these discoveries necessitate a thorough analysis of hydrous sulfates under

temperature conditions relevant to these planetary bodies.

Here, single crystal X-ray diffraction, Fourier-transform infrared spectroscopy, Ra-
man spectroscopy, and Mossbauer spectroscopy are used to characterize romerite
under low-temperature conditions relevant to icy satellites and Mars. Single crystal
X-ray diffraction measurements were taken at temperatures ranging from 100-300K,
including a reverse temperature series. The evolution of romerite’s unit cell pa-
rameters, atomic positions, and bond properties with temperature was observed.
Low-temperature Fourier-transform infrared spectroscopy measurements were per-
formed ranging from 20-300K. These results are compared with other hydrous
sulfate phases. Complementary to infrared spectroscopy data, Raman spectroscopy
data were collected over a temperature range from 153-296K. Approximate band
assignments for infrared and Raman spectra are made, and changes in band width,

position, and intensity with temperature are discussed. We observe a strong rela-



v
tionship between temperature and the distortion of water in the structure of romerite,
which is evaluated through changes in band width and peak position with temper-
ature. Mossbauer measurements were collected from 4-295K and are still under
review, but room temperature Mossbauer measurements of romerite are included in
this study. Strong displays of temperature dependence in spectra and data from mul-
tiple methods confirms that when performing laboratory comparisons of hydrous
sulfates to planetary spectra, temperature-relevant laboratory data should be used to
optimize accuracy. The distortion of water molecules in the romerite structure also
highlights the importance of studying all hydrous minerals at temperature conditions

relevant to planetary bodies of interest.
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Chapter 1

INTRODUCTION

As humanity finds itself on the precipice of groundbreaking missions to space,
there are countless ways in which scientists find themselves preparing. The interna-
tional field of space exploration is split into numerous subfields, each essential and

intriguing in its own way. This thesis is just one example of such a worldwide effort.

To understand the big picture of the geophysical, hydrological, atmospheric, and
biological aspects of a planetary body, much of the fundamental research occurs on
Earth. In the field of mineralogy, this includes researching hundreds of minerals,
their relevance to conditions known to be present on planetary bodies of interest, and
how they behave under these conditions. Even the knowledge of just a few minerals
may provide tremendous insight into larger planetary processes of change, including,
but certainly not limited to, ocean circulation, volcanic eruptions, and hydrothermal
activity. Equipped with this knowledge, more questions arise, promoting a lively

cycle of scientific research.

Mars was first discovered in 1610 by Galileo Galilei, and in what seems like a
retrospectively short amount of time, Viking 1 landed on Mars in 1976. Since then,
and with the tremendous help from several rovers and other landers, an arsenal of
information about the Red Planet’s composition and evolution has been generated.
This information has led mineralogists on a long and sometimes perilous journey,
researching not simply the minerals on Mars, but also refining how these minerals

are studied in general.
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There is comparatively less information about the mysterious icy bodies in our
solar system. Some of the most prominent (research-wise) of these icy satellites
includes Jupiter’s moons Europa, Ganymede, and Callisto as well Saturn’s moon
Enceladus. As of now, data from various remote sensing methods have informed
guesses about the compositions of icy satellite surfaces. These observations coupled
with laboratory research have lead to tremendous new insights, and motivated the

development of the Europa Clipper mission to further the investigation.

The quest to understand the mineral phases present on other planetary bodies
branches forth from a tangled web of many different timelines. However, one
of the most important takes root in the 1800s and extends to the present day. Dur-
ing this time, many brilliant physicists, chemists, and biologists grappled with how
different regions of the electromagnetic spectrum could be used to accurately probe
new and unexplored territories. This exploration of energy came with a lethal price
for some, but their work resulted in breakthrough discoveries of the physical world
that surrounds us. It also opened up new methods of studying materials that are
absolutely essential to the field of space exploration. The basic theory behind these
methods, including X-ray diffraction, infrared spectroscopy, Raman spectroscopy,

and Mossbauer spectroscopy is discussed in this paper.

This project investigates the mineral romerite, Fe’*Fe*, (SO4)4- 14 H,0. Following
its discovery, romerite has been the sole subject of several studies and has also been
included in broader investigations of iron sulfate minerals. There remains, however,
no thorough investigation of romerite using a variety of analytical methods under
different temperature conditions. Romerite, while not confirmed to exist on Mars or

any icy satellite, belongs to a group of minerals that scientists believe to be present
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on many planetary bodies: hydrous sulfates. On Earth, however, romerite is found
around the world, particularly in acid mine drainages in sulfur rich localities [Jambor

et al., 2000].

Today, mineralogists and planetary scientists continue to collect spectral data of a
tremendous array of minerals, including hydrous sulfates. These data are used to
compare to remote spectroscopy data collected on or above the surfaces of other
planetary bodies. While this comparison has strengthened our understanding of
planetary compositions, much of the spectral data taken on Earth are acquired under
Earth’s atmospheric temperature and pressure conditions. We know, however, that
the ambient temperatures on Mars and icy satellites differ significantly from Earth,
and the effects of these two factors on a spectrum cannot be ignored without the
risk of misunderstandings and misidentifications. With this in mind, research of
minerals relevant to planetary bodies is increasingly done under the appropriate

atmospheric conditions, as is done in this thesis.

Upon decreasing the temperature of a solid sample to reflect planetary conditions,
it is expected that some structural distortion will occur, albeit on a very small scale.
Such microscopic changes in the internal structure and symmetry of the crystal lattice
often manifest as large changes in their molecular and nuclear vibrations, which are
observed in this thesis using three different spectroscopy methods: infrared, Raman,
and Mossbauer. Evaluating these analytical techniques, along with a thorough
image of romerite’s crystal structure provided by X-ray diffraction measurements,
uncovers any isochemical changes or structural phase transitions that occur at low
temperatures. This information not only improves reference spectra available for

planetary scientists, but provides valuable insights into how hydrous minerals as a
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whole respond to different temperature conditions. Because they contain both water
and sulfur in their structure, romerite and its associated group of minerals could play
an interesting part in the water cycle and sulfur cycle, respectively, on Mars and icy
satellites. On a broader scale, research of these processes can reveal key information
about the evolution of planetary bodies, our solar system, and the potential for life

sometime in the past, present, or future.



Chapter 2

BACKGROUND

2.1 Hydrous Sulfates

Sulfates are a class of minerals containing the sulfate anion (SO4)2_, which most
commonly forms ionic bonds with metals [Richards, 1998]. In sulfate minerals,
oxidized sulfur occurs in the S®* valence state. Thus, it has six valence electrons
available for bonding and will form covalent bonds with four oxygen atoms, creating
the tetrahedral sulfate anion [Hawthorne et al., 2000]. All sulfate minerals can be
split into anhydrous and hydrous categories, the latter of which is the focus of this

thesis.

Hydrous sulfates contain the functional group H,O in their structure. Simple hydrous
sulfates with divalent cations (M) are of the form M 2J’SO4 -nH,0. Possible divalent
cations include Zn>*, Mg?*, and Fe?*. These divalent hydrous sulfates can alter to
mixed divalent-trivalent sulfates, many of which are of the form AR(SQO,),-nH,0,
where A is Mg, Fe?*, Mn?*, Co?*, or Zn, and R is Al, Fe**, or Cr** [Jambor et al.,

2000].

Hydrous Sulfates on Earth

On Earth, the weathering and oxidation of sulfide minerals, including pyrite, chal-
copyrite, pyrrhotite, and marcasite (Table 2.1), lead to the formation of hydrous
sulfates [Dyar and Gunter, 2008]. Sulfide minerals in metal and coal mines in-

teract with water in acid mine drainages, creating low pH environments that pose



Table 2.1: Chemical formulas of minerals relevant to this thesis.

Name Chemical Formula
Alunogen Al»(SO4)3 - 17H,0

Bilinite Fe**Fe’*, (S0O,),-22 H,0
Blodite Na,Mg(S0y), -4 H,O
Boehmite AIO(OH)

Bridgmanite MgSiO5

Chalcopyrite CuFeS,

Copiapite Fe?*Fe®*4(S04)s(OH), - 20H,0
Coquimbite Fe,>3*(SO4)s - 9H,0
Epsomite MgSO,-7H,0

Halotrichite FeAl,(SOy)4-22 H,0O
Halotrichite FeAl,(SOy)4-22 H,O
Jarosite KFe3(SO4)2(OH)g
Kieserite MgSO,-H,0

Marcasite FeS,

Melanterite Fe?*(H,0)6S0, - H,O
Pyrite FeS,

Pyrrhotite Fe(1_x)S, where (x =0 - 0.2)
Rhomboclase (Hs0,)Fe3*(S04), - 2H,0
Romerite Fe*'Fe’t, (SOy),- 14 H,0
Rozenite FeSO,-4 H,0

Siderotil FeSO,-5H,0
Szomolnokite FeSO4-H,0

Voltaite KyFe?*sFe3*3 Al (SO4)12 - 18H,0

numerous health risks to the local ecosystem. From these contaminated waters,
hydrous sulfates often precipitate. Iron-containing hydrous sulfates, in particular,
tend to form from the oxidation of iron sulfides, such as pyrite [Jambor et al.,
2000; Yen et al., 2008; Dyar and Gunter, 2008; Hurowitz et al., 2009]. Notable
iron-containing hydrous sulfates include szomolnokite, romerite, bilinite, siderotil,

melanterite, and rozenite.



Hydrous Sulfates on Mars

Analysis of data from the Mars Exploration Rovers (MERs) Spirit and Opportunity,
the Mars Express European Space Agency (ESA), and the Mars Reconnaissance
Orbiter (MRO) missions has identified sulfate minerals on the Martian surface
[Hurowitz et al., 2009]. Hydrous sulfates like kieserite, copiaite, epsomite, and
halotrichite were possibly identified using data from the visible and infrared imaging
spectrometer OMEGA on board the Mars Express mission [Gendrin et al., 2005;
Bibring et al., 2005]. Furthermore, Mdssbauer spectrometers on both Mars rovers
have identified several iron-bearing minerals, including hematite and the hydrous
sulfate jarosite [Klingelhoefer et al., 2006]. Magnesium sulfates were also found

[Squyres et al., 2005].

Martian temperatures range from 90-300K [Talla and Wildner, 2019]. Acidic
conditions and low temperatures in Martian permafrost may provide an appropriate
environment for sulfates to form [Dyar et al., 2013]. It is also possible that iron
sulfates precipitated from sulfur-rich hydrothermal fluids and volcanic gasses that

rapidly cooled and condensed on the surface of the planet [Yen et al., 2008].

Hydrous Sulfates on Icy Satellites

NASA’s Galileo mission to Jupiter was prolific in studying its moon Europa, and the
Near Infrared Mapping Spectrometer (NIMS) on board the spacecraft performed
over 70 observations of its surface [J. Dalton et al., 2012]. To determine Europa’s
surface composition, NIMS reflectance data have been compared to linear mixtures
of laboratory spectra. Early analysis indicated the presence of abundant water ice

in the high-albedo regions of the moon and hydrated minerals in the lower-albedo
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regions. Of this group of minerals, hydrous sulfates and hydrated carbonates are
considered to be the best match [McCord et al., 1998]. In particular, hydrated sodium
and magnesium sulfates have been proposed as principle non-ice components of
Europa’s surface [J. B. Dalton, 2007]. Sulfuric acid hydrate is also considered as
a possible component of the satellite surface [Carlson et al., 2009; J. Dalton et al.,

2012].

The origins of sulfur present on Europa’s surface are debated. Exogenous sources
have been proposed, such as the deposition of sulfur ions from Jupiter’s magne-
tosphere [Carlson et al., 2009; Ding et al., 2013]. Endogenic origins are also
considered, and sulfur may come to the surface through various surface-interior
exchange processes like tectonics, cryovolcanism, and plumes [Carlson et al., 2009;
Soderlund et al., 2020]. Regardless of its origins on Europa - whether engogenic,
exogenic, or both - sulfur is most likely to exist in the more stable sulfate form

because ample oxygen is present to form oxidized minerals [Carlson et al., 2009].

Relevant icy satellite temperature conditions range from 40-300K [Hussmann et al.,
2015]. Temperature and pressure conditions for various icy satellites are illustrated

in Figure 2.1.

2.2 Romerite

Roémerite, Fe? Fe*

2 (SO4)4 - 14 H,0, was first discovered in the Rammelsberg Mine
in Lower Saxony, Germany and identified by Grailich in 1858 [VanLoan and Nuffield,
1959]. Romerite is a mixed valence hydrous sulfate that crystallizes in the triclinic

P1 space group. Its structure consists of Fe** octahedra coordinated with six

H,O molecules [Fe2+(H20)6], as well as Fe3* octahedra coordinated with four H,O
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Figure 2.1: Temperature-Pressure graph of Martian and icy satellite conditions
[Hussmann et al., 2015; Pardo et al., 2022].

molecules and two oxygen atoms. These oxygen atoms are shared with two sulfate
tetrahedra, forming Fe3+(SO4)2(H20)4 clusters [Fanfani et al., 1970]. A portion of

romerite’s crystal structure is illustrated in Figure 2.2.

Romerite is a product of the oxidation of iron sulfides, particularly pyrite [Mauro et
al., 2019]. On Earth, romerite is associated with the minerals rhomboclase, bilinite,

copiapite, jarosite, voltaite, alunogen, and coquimbite (Table 2.1) [Jambor et al.,

2000].

Previous Work with Romerite

After romerite’s discovery in 1858, Blaas (1884) was the first to perform a crys-
tallographic study of the mineral [Wolfe, 1937]. Through several studies spanning
the subsequent 50 years, there was disagreement over the orientation of romerite’s

crystal axes. This was settled by Wolfe (1937), whose orientation was used in all
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Figure 2.2: Structure of romerite. Two SO, tetrahedra are linked by an Fe*
octahedron [Dyar et al., 2013].

further studies of romerite. Van Loan et al. (1959) performed one of the earliest
X-ray studies of the mineral using a two-circle reflection goniometer. They report
lattice parameter data at atmospheric conditions. Fanfani et al. (1970) went on to
make single crystal X-ray diffraction measurements of the mineral, providing lattice
parameter and hydrogen bond and angle data. This study became the standard by
which all future studies of romerite are compared. Mauro et al. (2019) improved
knowledge of romerite’s structural arrangement by using a higher-quality single
crystal X-ray diffractometer as well as performing micro-Raman measurements.
The paper reports lattice parameter, select bond length, and vibrational mode data at
atmospheric conditions. Westland (2012) provides another detailed analysis of the
crystal structure and bonding environment of romerite in a masters thesis. Lattice

parameter data from these studies and others are given in Table 2.2.

To expand the collection of laboratory spectra available to compare to MER M&ss-
bauer data, Dyar et al. (2013) presented an extensive Mdssbauer study of iron-
bearing hydrous sulfates (including romerite) at ambient conditions. Room temper-

ature and low-temperature (80K) Mdssbauer parameters of romerite are reported by
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Majzlan et al. (2013). Rothstein et al. (2005) also executed low-temperature (200-
280K) Mossbauer measurements of romerite. These are the only known studies of

rOmerite at low temperatures.
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2.3 Single Crystal X-ray Diffraction
Shortly after the discovery of X-rays in 1895, German physicist Max von Laue
discovered the atomic spacing of crystals is appropriate for diffracting X-rays [Perles,
2020; Waseda et al., 2011]. His work gave rise to a common and powerful method

of studying the structure of crystals at the atomic level.

To understand the use of X-ray diffraction, some

fundamental information about crystal structure

and classification is necessary. A crystal is a A b
three-dimensional lattice of small, repeated units ]7
of atoms, known as a unit cell (Figure 2.3). Unit %7V a

c -

cells can be defined by the three vectors a, b, and

¢ (or the lengths a, b, c), and the angles between
them: «, 3, and y. These lengths and angles are

) ] Figure 2.3: An example of a sin-
referred to as lattice parameters. Minerals can

gle unit cell [Waseda et al., 2011].
be distinguished by their crystal system, which
depends on the shape of their unit cells [Ameh,
2019; Dyar and Gunter, 2008]. A list of crystal systems and their respective lattice

conditions is provided in Table 2.3.

Miller indices are an important coordinate system in crystallography that aid in
understanding how atomic planes intersect a crystal’s unit cell. Using this system
of notation, crystals can be understood as many different parallel planes of atoms,
each of which can be represented by the notation (kk!), with a spacing djx; between

them [Ameh, 2019; Krane, 2012; Waseda et al., 2011].
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Table 2.3: The Seven Crystal Systems [Waseda et al., 2011]

Crystal System Lattice Length Conditions Lattice Angle Conditons

Triclinic a#zb#c a+fB+y+90°
Monoclinic a#zb#c a#B#y=90°
Orthorhombic a#b#c a=B=y=90°
Tetragonal a=b#c a=B=y=90°
Trigonal a=b=c a=p=y%90°
Hexagonal a=b#c a=B=90°7y=120°
Cubic a=b=c a=B=y=90°

h, k, and [ for an atomic plane are determined by finding the plane’s intercepts with
the axes (a, b, c¢) of the unit cell. If the plane is parallel to an axis, the intercept
is infinity. Once the intercepts are found, the reciprocal of the intercepts is taken,
giving (hkl). For example, if a plane intersects the a axis and is parallel to the b and
¢ axes, its Miller index would be written as (%éé) or (100) [Waseda et al., 2011;
Ameh, 2019]. A number in a Miller index (normally with a magnitude between 1

and 4) represents where the plane cuts the axis [Dyar and Gunter, 2008]. More

examples of Miller index representation of crystal planes is shown in Figure 2.4.

~Y

%
X (100) X (110 X (111 X (112)

~V

>
1 Y AL

Figure 2.4: Examples of Miller index representation [Waseda et al., 2011].

The wavelength of X-rays ranges from about 10 nm to 10~ nm, while the atomic
spacing in a crystal is often around 0.1 nm [Waseda et al., 2011; Krane, 2012].

For X-ray diffraction experiments, wavelengths between 0.05 nm and 0.25 nm are
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typically used [Suryanarayana and Norton, 1998].

In order for constructive interference of the diffracted rays to occur, their optical
path difference must be n1, where n € Z=° [Krane, 2012]. Figure 2.5 illustrates
a simplified crystal structure comprised of planes of atoms separated by a distance
dpnr;. The difference between the path length travelled by beam 1 and beam 2
1s 2dpi; sin 6. Therefore, according to Bragg’s Law, the interference maxima is

expressed as

nd = 2dpi;siné.

Reflection
¢ T T T hlanes
dhkl f P
— — e —— ———0 ——— — — — -

———o——a——:X— —— e — — & — — — — — — —

dhkl 811‘19

Figure 2.5: Simplified schematic of X-ray diffraction by planes of atoms in a crystal.
Image adapted from Krane (2012).

When performing single-crystal X-ray diffraction, the sample is irradiated by a
monochromatic beam of X-rays [Waseda et al., 2011]. As illustrated in Figure
2.6, there are many different crystal planes (with different miller indices) that will

diffract X-rays, each with a unique interplanar distance and angle of incidence
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Incident Reflected

Figure 2.6: Simplified representation of the many different atomic planes in a crystal
that can diffract X-rays [Krane, 2012].

corresponding to the incident wavelength. At any single fixed wavelength and
one orientation, Bragg’s Law is satisfied for only few of the many atomic planes
in the single crystal [Krane, 2012]. Thus, the sample is rotated [Waseda et al.,
2011]. Constructive interference caused by these different atomic planes creates
a diffraction pattern of interference maxima referred to as a Laue pattern [Krane,
2012]. A simplified schematic of creating a Laue pattern is shown in Figure 2.7.
Interpreting these patterns reveals the atomic structure of the crystal, its symmetry,
the parameters of its unit cell, and its crystal system. This includes information

about the sample’s bonding environment, allowing observation of how individual
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bonds change with temperature.

Crystal ,% =0~ -

Incident X rays Scattered

X rays

Figure 2.7: Simplified illustration of how a Laue pattern is collected. Image adapted
from Krane (2012).

2.4 Molecular Spectroscopy Methods

In this study of romerite, two different, yet complementary, methods of probing
the evolution of its molecular structure at different temperatures are employed.
Fourier-transform infrared (FTIR) spectroscopy is the first of these methods. This
technique relies on molecules absorbing, transmitting, or reflecting light in the
infrared (IR) region of the electromagnetic spectrum [Stuart, 2004]. The second
method - Raman spectroscopy - results from molecules inelastically scattering light
of a higher frequency than IR, often in the visible or UV region [Mitsutake et

al., 2019]. Each of these vibrational spectroscopic methods has its own set of
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advantages and disadvantages over the other. However, when used together, they

provide a thorough image of the molecular properties of a mineral.

Fourier-Transform Infrared Spectroscopy

Infrared light was discovered in the early 1800s by Sir William Herschel, and the
the first infrared spectrometer was created in 1835 [Theophanides, 2012]. It was
not until the 1940s, however, that commercial infrared spectrometers were made
available. Since then, infrared spectroscopy has remained a popular analytical

method for characterizing a wide range of materials [Stuart, 2004].

Molecules have discrete energy levels, and the differences in energy among these
levels corresponds to energies in the infrared region of the electromagnetic spectrum
(1013-10'* Hz) [Stuart, 2004]. To excite a molecule from one energy level to another,
incident radiation must oscillate with a frequency corresponding to the exact energy

difference between the two levels. This relationship is described by

_ (EI_EO)
v=—-—_"9

— 2.1)

Here, v is frequency, E; is an excited energy state, E, is a lower energy state (for

instance, the ground state), and # is Planck’s constant [Stuart, 2004].

These excited vibrational states are unique for every molecule and depend on bond
strength and atomic mass. This relationship is illustrated using the simplest case
of a diatomic molecule C-D, here treated as a one-dimensional simple harmonic

oscillator [Siebert and Hildebrandt, 2008].
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According to Hooke’s Law, when the atoms in a diatomic molecule are displaced

by x, there will be some restoring force

Fy = kx, (2.2)

where k represents the force constant (or strength) of its only bond. We can express

the potential energy, U, of the bond as

1
U= 5kxz. (2.3)

To simply the calculations, the reduced mass of the system is expressed as

mc-mp

= . 2.4
M S — (2.4)

When Equation 2.3 is plugged into Schrodinger’s equation, where ¢ = Ae= (the

ground state wavefunction), the ground state E is solved as

E = —Hiy[—. (2.5)

) (2.6)
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where 7 is the vibrational quantum number [Krane, 2012; Siebert and Hildebrandt,
2008]. The difference in energy between each consecutive level is AE = h\/E
Thus, an incoming photon must be equivalent in energy in order to be absorbed
by the molecule. Because a photon’s energy, E),, is proportional to its frequency,
then E, = hv. Therefore, the absorption frequency necessary to excite the diatomic

molecule from one level to the next is given by

1 |k

= —.[—. 2.7
V=5 \n 2.7)

Equation 2.7, indicates that increasing the bond strength will also increase the
absorption frequency. Moreover, if the reduced mass is increased, the absorption

frequency decreases [Siebert and Hildebrandt, 2008].

Most oscillating systems can be treated as harmonic oscillators at small displace-
ments around a minimum in its potential energy. For basic comprehension purposes,
it is appropriate to treat molecular vibrations as harmonic oscillations [Krane, 2012].
However, there are several fundamental flaws to this simplification that are addressed
by considering an anharmonic (rather than the harmonic) potential energy model.
The differences between these two models are illustrated in Figure 2.8. The an-
harmonic potential energy curve, referred to as the Morse function, considers the
repulsion force between two atoms as they closely approach each other and the
dissociation resulting from a very large interatomic distance. The energy levels of
the anharmonic potential model are not equally spaced as they are for the harmonic

model, rather they condense at higher quantum numbers [Pasquini, 2003].
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Figure 2.8: Simplified illustration of (a) the harmonic potential energy model and
(b) how it compares to the anharmonic potential energy model (Morse function). x,
is the equilibrium interatomic distance. Image adapted from Pasquini (2003).

The harmonic model dictates that energy transitions can only be made one level
at a time. This is not what is observed in spectral data, however. According
to the anharmonic model, transitions that span two or more energy levels are also
possible [Pasquini, 2003]. These manifest on a spectrum as overtones. Fundamental
vibrations are transitions from the ground state to the first excited state. For a
diatomic molecule, this is its stretching mode. The first overtone band occurs when
a molecule transitions from the ground to the second excited energy state. Its energy
can be estimated by doubling the energy of the fundamental vibration [Pasquini,
2003; Stuart, 2004]. The second overtone occurs when when the vibrational energy

of the molecule is excited from the ground to the third excited state, and so on.
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Fundamental transitions are most likely to occur and the probability of observing
overtones in a spectrum decreases significantly as the number of levels transitioned

increases [Stuart, 2004].

Previously, the potential energy of the bond in a diatomic model was expressed as

1
U= 5kxz.

However, in considering anharmonicity, the full Taylor series expansion about the

minimum x, of a diatomic molecule’s potential energy must be examined:

U(x) = U(x,) + (Z_Z)xe (x —x0) + 1 (%)xe (x —x0)% + % (?;Tg)xe (x—x.)> +...

The first three terms of this expansion suffice for describing a harmonic oscillator.
In considering the cubic term, however, the anharmonicity of a molecule’s potential
energy is addressed, as is the temperature dependence of band width and position

[Nesbitt et al., 2018; Balkanski et al., 1983].

The earlier explanation of the harmonic and anharmonic potential models considers
only a simple diatomic molecule, which has one fundamental mode of vibration.
However, the number of modes for a more complex, non-linear polyatomic molecule
is given by 3N — 6, where N is the number of atoms in the molecule. For a triatomic
molecule, these vibrational modes consist of two stretching modes - symmetric and
antisymmetric - and one bending mode [Stuart, 2004]. A common and relevant

example of a triatomic molecule is H,O, and its associated vibrations are illustrated
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in Figure 2.9. A fundamental mode is considered infrared-active if it experiences a
change in the permanent dipole moment of the molecule when vibrating. Otherwise,
the molecule will not absorb infrared radiation, and no absorption peaks will be
observed in the final spectrum [Stuart, 2004]. All three fundamental modes of H,O

are IR-active [Vandenabeele, 2013].

(o)

V1 V2 V3

Figure 2.9: Vibrational modes of H,O. The arrows indicate displacement of atoms.
v1 represents the symmetric stretching vibration, v, represents the bending vibration,
and v3 represents the asymmetric stretching vibration [Siebert and Hildebrandt,
2008].

The invention of Fourier-transform infrared spectrometers considerably increased
the accuracy, speed, and popularity of IR spectroscopy. This method uses an
interferometer to create a signal (or an interferogram) that is a function of the optical
path difference (OPD) between two beams. First, a beam of polychromatic infrared
light is split in two by a beamsplitter. These two beams travel to perpendicular
mirrors, a stationary mirror and a moving mirror, where they will reflect and return
to the beamsplitter. Depending on the position of the moving mirror, the two beams
will interfere either constructively or destructively. For an OPD of (n + %)/1 where n
€ 729, the two beams will destructively interfere, and for an OPD of nA, the beams
will constructively interfere. The interference pattern for a polychromatic source is

shown in Figure 2.10, with the maximum occurring when the OPD is 0. The signal
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from the interferometer is sent to the sample and picked up by the detector [Stuart,

2004].

Fourier
Transform
NVVW\MWV\ANW‘A —_—
A
L ) L i
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Figure 2.10: Demonstration of the Fourier-transform of an interferogram to produce
the final spectrum as a function of wavenumber. Image adapted from Markovich et
al. (1991).

Taking the Fourier transformation of the signal after passing through the sample
produces a signal that is a function of wavenumber (which is proportional to energy).

This is the desired infrared spectrum [Stuart, 2004].

Raman Spectroscopy

The Raman effect, also known as Raman scattering, was theorized by Adolf Smekal
in 1923 [Mitsutake et al., 2019]. It was proven several years later by C. V. Raman
and K. S. Krishnan, who demonstrated the inelastic scattering of light by a liquid.
Methods used by Raman and Krishnan to collect early spectra significantly advanced
with the invention of lasers in the 1960s. From then on, Raman spectroscopy became
an increasingly popular analytical tool in a variety of fields, including mineralogy

[Vandenabeele, 2013].

In comparison to infrared spectroscopy, the Raman effect involves the scattering -
rather than the absorption - of photons when they encounter some material [Siebert

and Hildebrandt, 2008]. The following discussion of the Raman effect considers the
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classical approach outlined by Vandenabeele (2013). In the presence of an external
electric field E, oscillating with a frequency w,, a molecule will have an induced

dipole moment,

p = aE, cos(w,t). (2.8)

Here, a is a second order tensor that represents the polarizability of a molecule.
Polarizability measures the ability of a molecule’s valence electron cloud to distort
and relies on the shape and dimensions of the molecule’s chemical bonds [Choudhary
et al., 2020; Vandenabeele, 2013]. Thus, the polarizability depends on the normal

coordinate (or nuclear displacement), Q, where « is a linear function of Q,

a=a,+aQ0. (2.9)

Here, o’ represents the derivative of the polarizability tensor with respect to the

normal coordinate under equilibrium conditions.

If a molecule oscillates with a frequency w,;», the normal coordinate is expressed

as

Q = Q, cos (wyipt). (2.10)

By combining Equations 2.8, 2.9, and 2.10, the following expression for the induced

dipole moment is derived:
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p = (a, + @' Q, cos(wyipt)) - Ey(cos wot). 2.11)

Using the trigonometric property that cos A cos B = %[cos(A + B) + cos(A - B)],

Equation 2.11 becomes

'E 'E
@E,Q, cos[(wy + wyip)t] + a 20Q0

p = a,E, cos (w,t) + cos[(w, — wyip)t].

(2.12)

The relationship between the induced dipole moment, the vibrational frequency of

the molecule, and the frequency of incident radiation can further simplify to

P = P(wo) + P(wo + wyip) + P(Wo — Wyip)- (2.13)

In Raman spectroscopy, a small part of the sample is irradiated with a laser beam
of monochromatic light [Vandenabeele, 2013]. The vast majority of the photons
emitted by the Raman spectrometer’s laser will be scattered with virtually no change
in energy. This is referred to as Rayleigh or elastic scattering. The first component
in Equation 2.13, corresponds to this phenomenon; the induced dipole moment

oscillates at the same frequency as the incident radiation, w,.

The Raman effect involves Stokes and anti-Stokes inelastic scattering, which is
illustrated in Figure 2.11. Anti-Stokes scattering is less likely than Stokes scattering

to occur at room temperature [Mitsutake et al., 2019]. Here, the energy of the
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Figure 2.11: Idealized model of inelastic (Stokes and anti-Stokes) and elastic
(Rayleigh) scattering of photons. Recall a photon’s energy is expressed as £, = hv.
Image adapted from Siebert et al. (2008).

emitted photon is larger than the energy of the incident photon. This is illustrated
by the second term in Equation 2.13. In this case, a molecule that is in an excited
vibrational state relaxes to the ground state, and in doing so, transfers the exact
energy of that excited vibrational frequency to the emitted photon. The difference
in energy between the incident photon and the emitted photon should correspond
to the excited vibrational state the molecule occupied before it scattered the photon

[Vandenabeele, 2013; Mitsutake et al., 2019].

Stokes scattering, which is the more common of the two, occurs when an emitted
photon has less energy than the incident photon. This is illustrated by the third
term in Equation 2.13, where w, — w,;p. In this case, some of the incident photon’s
energy was used to excite a functional group in the material. The difference between

the energies of incident photons and emitted photons should correspond to unique
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vibrational modes of molecules in the material [Vandenabeele, 2013; Mitsutake

etal., 2019].

If a molecule is Raman-active, there must be a change in its polarizability when
the molecule is vibrating. This is in comparison to infrared spectroscopy, where
in order to be IR-active, there must be a change in the permanent dipole moment.
This distinction is one of the most important selection rules of Raman and IR
spectroscopy. In addition to being infrared-active, the three vibrational modes of
H,O are Raman-active. Some molecules like H, do not have a permanent dipole
and are, therefore, infrared inactive, but Raman-active [ Vandenabeele, 2013]. Thus,
these two methods are not perfect substitutes of each other, rather complementary

in developing a through understanding of a mineral’s structural properties.

2.5 Mossbauer Spectroscopy

The Mossbauer effect was first discovered in 1957 by Rudolf Ludwig Mossbauer,
who received a Nobel Prize for his accomplishment [ Yoshida and Langouche, 2013].
Soon after its inception, geoscientists recognized its use in investigating the coor-
dination environments and oxidation states of iron in minerals. Over the last few
decades, significant improvements along with the inclusion of Mossbauer spec-
trometers on the Mars Exploration Rovers (MERS), Spirit and Opportunity, have

rendered the technique relevant and in-demand [Dyar et al., 2006].

Mossbauer spectroscopy involves the resonant absorption of gamma rays by a nu-
cleus. Similar to the vibrational modes of a molecule, the atomic nucleus has
discrete energy states governed by the principles of quantum mechanics. When the

nucleus of an atom relaxes from an excited state to the ground state, it will emit
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the transition energy as a gamma photon. The transition energy is not as precisely
defined as it is for molecular absorption and emission because the excited nuclear
state has a very short, finite lifetime, 7. According to Heisenberg’s uncertainty
principle, the energy of the nuclear transition thus follows a Lorentzian distribution
centered at £,. The full width half maximum (FWHM) of this distribution or the

natural line width, I, is given by

r,= ﬁ, (2.14)
T

where 7 is Planck’s constant divided by 2x. Likewise, the energy required by the
absorber nucleus follows a Lorentzian distribution [Dyar et al., 2006; Dyar and

Sklute, 2019].

In an ideal case, a radioactive atom in an excited state E, will return to the ground
state and emit a gamma photon with an energy that follows the Lorentzian distri-
bution. This photon may encounter an atom of the same type, and if the energy
distributions for the emitter and absorber nucleus overlap, the absorber nucleus is
excited to an energy state E,. This process, shown in Figure 2.12, continues as
the atom returns to ground and emits another photon [Dyar et al., 2006; Dyar and

Sklute, 2019].

In reality, however, photons have some momentum, p, = E, /c, where c is the speed
of light and E,, is the energy of the gamma ray. When a nucleus at rest emits a
photon, it will recoil with some momentum p,cieus = —Py, just as a gun recoils
when fired. Due to conservation of energy, the energy of this emitted photon will

be E, less than the transition energy, E,, given by E, = E, — E,, where
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Figure 2.12: Simplified representation of nuclear resonant absorption. (a) The
source nucleus, in an excited state with a lifetime 7, will decay and emit a gamma
ray. (b) The energy of the gamma photon follows a Lorentzian distribution. (c) The
emitted gamma ray encounters another identical atom, where is its absorbed and
reemitted [Dyar et al., 2006].
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E, (2.15)

Likewise, when a nucleus absorbs a photon, conservation of energy dictates that the

energy of the incident photon must be E, greater than the nuclear transition energy
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to account for recoil energy. Therefore, £, = E, + E, [Dyar et al., 2006; Dyar and

Sklute, 2019].

The discrepancy in energy between the incident photon and the required transition
energy of the absorber nucleus prevents two identical atoms at rest from experiencing
nuclear resonant absorption. However, Mossbauer found that if the emitting and
absorbing atoms are bound within a crystal lattice, a fraction, f, of nuclear transitions
will be recoil-free. This type of transition is referred to as a zero-phonon transition

[Dyar et al., 2006; Dyar and Sklute, 2019]. Here,

f=1-2". (2.16)

where according to the Einstein model, w is a single frequency corresponding to
a vibrational mode of the solid. Ideally E, << fiw. [Dyar et al., 2006; Dyar and
Sklute, 2019].

For several reasons, °Fe is a popular choice for Mssbauer experiments. First, iron
is an abundant element on Earth and in the our solar system. Furthermore, STFe
has a very high fraction of zero-phonon transitions, with an f value ranging from

around 0.65 to 1 [Dyar et al., 2006; Dyar and Sklute, 2019].

The energy levels of a nucleus are affected by hyperfine interactions with its local
environment. These environmental factors include the number of electrons, the
number of coordinating anions, site symmetry, and magnetic ordering. To account
for changes in the absorber’s transition energy as a result of these hyperfine interac-

tions, the source is oscillated towards and away from the sample with a velocity that
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varies linearly with time. Thus, the energy of the emitted gamma ray is Doppler-

shifted, accounting for a greater range of possible transmission/absorption values

[Dyar et al., 2006; Dyar and Sklute, 2019].
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Figure 2.13: (a) Three examples of Mossbauer transmission spectra, illustrating
isomer shift, quadrupole splitting, and hyperfine splitting. Relative velocity refers
to the velocity of the source nucleus relative to the sample. This movement will
Doppler shift the energy spectrum of the emitted gamma ray. Ateach velocity value,
the percent transmission is determined by the amount the emitted gamma spectrum
overlaps with the spectrum of the absorber nucleus. (b) Isomer shift, quadrupole
splitting, and hyperfine splitting shown using the energy levels of the nucleus. +1/2
and +3/2 represent the intrinsic angular momentum of the nucleus, or the nuclear
spin [Dyar et al., 2006].
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If the local nuclear environment of the source atom is different than the absorber
atom, there will be a shift in the absorber’s transmission spectrum away from
zero relative velocity, as seen in Figure 2.13. This is referred to as isomer shift,
and corresponds to a difference in the energy levels of the emitter and absorber
nucleus. The charge distribution in the nucleus interacts with the electronic charge
distribution of the atom. Thus, differences in the electronic charge distribution, or
more specifically, differences in the s-electronic charge density between the absorber
and emitter atoms, will result in isomer shift, often represented as ¢ [Dyar et al.,

2006; Dyar and Sklute, 2019].

The energy levels of the nucleus are also capable of splitting as a result of the
interaction between the quadrupole moment of the nucleus and the electric field
gradient at the nucleus (Figure 2.13). If the charge distribution surrounding a
nucleus (including the electronic charge distribution of the atom and the charges of
the surrounding atoms) is not spherically symmetric, an electric field gradient will
exist at the nucleus. The resultant interaction between the quadrupole moment and
the electric field gradient will cause the I = 3/2 level of nucleus to split into two.
This manifests in the Mdssbauer spectrum as two peaks, or a doublet. The distance
between the two is the quadrupole splitting, QS or A [Dyar et al., 2006; Dyar and
Sklute, 2019].

If a nucleus with a magnetic moment is exposed to a magnetic field, created either
internally or applied externally, then the energy levels of the nucleus will split into
six discrete levels (Figure 2.13). On the transmission spectrum, this manifests as a
sextet of peaks. This is referred to as magnetic hyperfine splitting, and may occur

only at certain temperatures [Dyar et al., 2006; Dyar and Sklute, 2019].
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Evaluating isomer shift, quadrupole splitting, and magnetic hyperfine splitting re-
veals information about the valence state and site occupancy of iron in a mineral. A
decrease in isomer shift corresponds to increase in s-electron density, thus making
1somer shift responsive to oxidation state and bond lengths and types. In general, iso-
mer shifts values for Fe>* are significantly higher than values for Fe>*. Quadrupole
splitting is also sensitive to oxidation state as well as the geometry of the site. Gen-
erally, the larger the QS, the more distorted the coordination environment around
the Fe is. Furthermore, QS for Fe?* > QS for Fe** [Dyar et al., 2006; Dyar et al.,

2013; Dyar and Sklute, 2019].
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Chapter 3

METHODS

3.1 Romerite Sample Preparation
A natural romerite sample was obtained from a larger rock (CIT-15681) consisting
of rOmerite, halotrichite, and an unknown black mineral from the Caltech mineral

collection, shown in Figure 3.1.

Figure 3.1: Sample CIT-15681 from the Caltech Mineral Collection

Samples were cleaned of halotrichite and black mineral impurities using a tungsten
needle. Before collecting single crystals, a select sample (CIT-15681-B) was washed
with ethanol and transferred to a clean petri dish. CIT-15681-B is shown in Figure
3.2. To release fragments, the sample was rolled between two clean glass slides.

Fragments approximately 200 um in length with even edges and flat surfaces were
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isolated. Crossed polarizers were used to confirm that selected fragments were

single crystals and displayed perfect homogeneous extinction.

Figure 3.2: Sample CIT-15681-B before being cleaned of trace amounts of halotri-
chite and an unknown black mineral.

After selecting single crystals, the remaining mineral sample (CIT-15681-B) was
ground into a fine powder using a diamonite (iron-free) mortar and pestle. Some

additional samples (CIT-15681-C,D,E) were also ground into a fine powder.

3.2 Single Crystal X-ray Diffraction
Lattice parameters were measured by a Bruker D8 single crystal, four-circle diffrac-

tometer at the California Institute of Technology’s X-ray Crystallography Facility.
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The device is equipped with a Oxford Cryosystems nitrogen cooling system and
a CMOS detector. Molybdenum radiation from a 2 kW fine focus X-ray tube
(0.710737 A) was used. Before being placed on a Mitigen mount, a small amount
of mineral oil was applied to the single crystal. The diffractometer’s exposure time
was 20 seconds per frame with 1,789 frames at each temperature. Size and quality
limitations of the sample restricted the temperature series to 20K intervals for the
forward-series, and 40K intervals for the reverse series. Temperature measurements

were taken between 100 and 300K.

Diffraction data was integrated in the APEX3 software before being refined in
OLEX2-1.3. Romerite’s crystal structure was refined at each temperature to an
agreement factor 0.030043 < R1 < 0.036565 and a goodness of fit 1.00956 < S <
1.02128 on the basis of 2747-2942 reflections (F, > 40r). More fit information for

each temperature in the forward and reverse series is found in Tables 3.1, 3.2, and

3.3.

Table 3.1: XRD fit quality data for the reverse temperature series.
Temperature (K) 140 180 220 260 300
WR> 0.0675 0.0691 0.0714 0.0764 0.0904
S 1.0199 1.0108 1.0173 1.0169 0.9777
Ry [F, > 40F] 0.0310 0.0321 0.0339 0.0357 0.0380
R, (all data) 0.0490 0.0520 0.0562 0.0607 0.0674

Reflections with F,, > 40 2922 2887 2857 2772 2747
Unique Reflections 3660 3668 3683 3686 3705
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3.3 Fourier-Transform Infrared Spectroscopy
Synchrotron FTIR measurements were performed at Brookhaven National Labo-
ratory, Beamline 22-IR-1. A Bruker Vertex 80v Fourier-Transform Infrared Spec-
trometer was used. Powder sample of romerite (CIT-15681-B) was loaded on a
diamond anvil with a 600 um culet and a ruby sphere as an in-situ pressure marker.
The cryostat was equipped with diamond windows to extend the detectable range
of phonon peak frequencies down to 500 cm™'. A spectrum was first collected at
room temperature (297K). The temperature of the sample was cooled to 20K before
being increased to 300K in increments of 20K. Background spectra were collected

and subtracted at each temperature and measurements were taken in a wavenumber

range of 500-4000 cm™~!.

Baseline subtractions of FTIR data were done using the Rubberband method (64
ranges, 8 iterations) in the Data Exploration, Visualization, and Analysis for Spec-
troscopy (DEVAS) software (http://nemo.mtholyoke.edu) [Carey et al., 2017]. The

data was then normalized to a user-defined value of 3600 cm™!.

3.4 Raman Spectroscopy

Raman measurements were collected at the Bruker Optics Inc. office in Billerica,
MA using a Bruker SENTERA II Confocal Raman Microscope. First, a small
piece of romerite (CIT-15681-C,D,E) was loaded into an Instec HCP621G gas tight
plate with a silver heating and cooling block. The plate was then loaded into the
Raman spectrometer. Measurements were taken with a 523 nm, 25 mW laser. The
spectrometer has a spectral resolution of 4 cm™! and spectra was collected within

a 50-4250 cm™~! range. The integration time of each measurement was 20 seconds
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and two coadditions were performed to eliminate noise from cosmic rays.

The first Raman measurement was taken at 23.4°C. The temperature was then cooled
to -120°C or around 153K. Next, the temperature was increased back to 20°C in

increments of 10°C.

Baseline subtractions were performed using the Rubberband method (68 ranges, 4
iterations) in DEVAS. Spectra were also normalized to a user-defined value of 1116

cm~! in DEVAS.

3.5 Maossbauer Spectroscopy

Mossbauer spectroscopy measurements were performed using a W203 Mdossbauer
spectrometer at Mount Holyoke College. First, 30 mg of romerite powder (CIT-
15681-C,D,E) were ground with white sugar and mounted within a plastic washer,
sealed at both ends using Kapton tape. Measurements were taken at 295, 275, 250,
225, 200, 175, 150, 125, 100, 80, 60, 40, 12, 8, and 4K using a Janus closed-cycle
He compressor for temperatures less than 295K. At each temperature, the spectrum
was folded about the midpoint. The spectra were calibrated to an a-Fe foil using

the WMOSS4 program.

Spectra were fit using Mexdisdd program which solves the full hyperfine interac-
tion Hamiltonian to minimize the y? deviation between the data and the model

[Vandenberghe et al., 1994].
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Chapter 4

RESULTS

4.1 X-ray Diffraction

At ambient environmental conditions, the refined unit cell parameters of romerite
are: a =6.452(2) A, b =15.316(4) A, ¢ =6.319(3) A, @ =90.16(2)° 8 = 100.95(2)°,
v = 85.84(2)°, V = 611.3(7) A3. Consistent with previous studies of romerite’s
crystal structure, the sample crystallizes in the triclinic P1 space group. Its structure
consists of Fe?* octahedra coordinated with six H,O molecules [Fe**(H,0)c] as well
as Fe** octahedra coordinated with four H,O molecules and two O®~ atoms. These
oxygen anions are shared with two sulfate tetrahedra to form Fe’*(SOy4),(H,0),

clusters. Romerite’s crystal structure is illustrated in Figure 4.1.

X-ray diffraction measurements indicate that the lattice lengths a and b decrease,
while ¢ increases with decreasing temperature. Likewise, with decreasing tempera-
ture, the lattice angles a and S8 decrease, while y increases. Graphs of each lattice

parameters’ and angles’ evolution with temperature are provided in Figure 4.2.

The unit cell volume of romerite decreases with decreasing temperature. These
data are shown in Figure 4.3 and compared with the unit cell data of several other
minerals in Figure 4.4. The latter graph confirms that very hydrated minerals are
increasingly compressible with temperature. Romerite as well as blodite, kieserite,
and szomolnokite are all hydrous sulfates (Table 2.1). These are compared to

the silicate bridgmanite, and the hydroxide boehmite, which experience far less
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SO, tetrahedra
Fe?* iron octahedra
Fe3* iron octahedra
Oxygen

Hydrogen

Figure 4.1: Crystal structure of romerite at three different orientations.

compression in unit cell volume with temperature when compared to the hydrous

sulfates.

Thermal expansion values of romerite’s unit cell dimensions were calculated from
100-300K and included data from the forward and reverse temperature series. First,
Matlab’s curve-fitting tool was used to make polynomial fits of each lattice param-
eters’ change with temperature. With these fits, the thermal expansion values for

each lattice parameter were solved using the following equation,

_14L

“TLor

where « is the thermal expansion coefficient and L is a unit cell dimension. The

calculated thermal expansion values at room temperature are @, = 6.7(5) X 107
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Figure 4.2: Temperature dependence of rOomerite’s lattice parameters a, b, ¢ and
lattice angles «, B, and 7.
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Figure 4.3: Temperature dependence of romerite’s unit cell volume

K™, a, =6.6(3) x 1077 K™, . = =2.1(5) x 107> K71, and @, = 1.0(1) x 107
K~!. The magnitude of the ¢ lattice parameter’s thermal expansion is smaller than

for a and b, and more notably, its thermal expansion value experiences a sign change.

To calculate the error of the thermal expansion coefficients, a normal distribution
within the error of each lattice parameter data point was created. This distribution
was truncated at +£0.25 of its FWHM. For each point, a random value was selected
within this truncated distribution, and a polynomial fit was performed with these
random points. This process was repeated 100 times and each set of polynomial
fit parameters were saved. The average of each parameter resulting from 100
iterations is reported. The standard deviation was propagated to calculate the

thermal expansion coeflicient and error at each temperature.

Bond length and angle data from the XRD measurements are still under review.
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Figure 4.4: Comparison of the volume temperature dependence of romerite, other
hydrous sulfates [Talla and Wildner, 2019; Comodi et al., 2017], the silicate bridg-
manite [Ross and Hazen, 1989], and the hydroxide boehmite [Berar et al., 1984].

However, select bond lengths and angles were plotted with temperature for a pre-
liminary assessment. In particular, Fe** and O~2 bonds are observed along with
sulfur and oxygen bonds and S-O-Fe* angles. The temperature evolution of these

parameters is shown in Figure 4.5.
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Figure 4.5: Temperature dependence of a select few S—O and Fe—O bond lengths
and S—O-Fe bond angles.

4.2 Fourier-Transform Infrared Spectroscopy

SOy has four fundamental modes: symmetric stretching (v1) and bending (v;) and
asymmetric stretching (v3) and bending (v4) at 983, 450, 1105, and 611 cm™!,
respectively [Nakamoto, 2009]. Two of these modes, asymmetric stretching and

asymmetric bending, are IR-active, while all of them are Raman-active [Ling and

Wang, 2010].

Liquid H;O has three fundamental modes, all of which are IR and Raman-active
[Vandenabeele, 2013]. H-O-H symmetric (v) and asymmetric stretching (v3)

occur at 3450 cm™! and 3615 cm™!, respectively, and the H-O—H bending mode
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(v2) occurs at 1640 cm™' [Nakamoto, 2009].
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Figure 4.6: Infrared spectra from 20-300K, separated into three relevant regions.
Each region has its own intensity scale. Thus, inter-regional intensity comparisons
should not be made. The 297K spectrum was taken before the sample was cooled
to 20K and reheated to 300K.
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Table 4.1: Approximate band assignments of romerite’s infrared spectrum at 20K.

Wavenumber (cm~!) Band Assi gnment Source

897 Libration Frost (2011)

996 TBD

1073 v3(SOy) Sobron (2011), Mauro (2019)
1113 v3(SO0y) Sobron (2011), Mauro (2019)
1131 v3(SOy) Sobron (2011), Mauro (2019)
1168 v3(SOy) Sobron (2011), Mauro (2019)
1183 v3(SOy) Sobron (2011), Mauro (2019)
1213 2v4(SOy)

1439 Impurity Majzlan (2011)

1644 v1(H,0) Nakamoto (2009)

2859 Impurity Majzlan (2011)

2985 3v1(SOy4) or Impurity Majzlan (2011)

3073 v1(H,0)

3198 v1(H,0) Sobron (2011)

3240 v1(H,O) Mauro (2019)

3326 v1(H,0) or 3v3(SO4) Mauro (2019)

3362 v1(H,0) Mauro (2019)

3409 v1(H,0) Mauro (2019)

3455 v1(H,0) Mauro (2019)

3481 v1(H,O) Mauro (2019)

3521 v1(H,0O) or v3(H,O)  Mauro (2019)

3568 v1(H,0) or v3(H,O)  Mauro (2019)

Thus, the FTIR spectrum of romerite is best analyzed in three different wavenumber
regions. Bands in the region from 800-1550 cm™! are assigned to the the asymmet-
ric stretching (v3) mode and the first overtone of the asymmetric bending mode (v4)
of the sulfate anion. Bands in the second region from 1500-1800 cm™! are assigned
to the H-O-H bending mode. Finally, the remaining H-O—H modes are found in
the final region from 2700-3700 cm™!, including the symmetric and antisymmet-

ric stretching modes. Normalized and offset FTIR spectra at each temperature are
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presented in Figure 4.6. The 40K spectrum was removed from the data set due
to instrument error. Approximate band assignments are listed in Table 4.1. As-
signments preceded by the number 2 or 3 are first or second overtones, respectively.
Furthermore, assignments labelled as librations arise due to hindered rotations of the
water molecules. These rotations are either rocking, wagging, or twisting motions

[Lepodise et al., 2013].

A single peak at around 1439 cm™! and a low intensity peak at 2859 cm™! are likely
the vibrational modes of a carbon-based contaminant in the sample and will not
be considered in the analysis. Majzlan et al. (2013) also observes peaks in these

regions, attributing them to carbon impurities.
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Figure 4.7: Temperature dependence of a select few bands corresponding to the first
fundamental vibration of H,O. Refer to Table 4.1 for more information about band
assignments.

Under these normalization conditions, a striking decrease in band intensity occurs
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with increasing temperature. This is observed in each region of interest. Further-
more, preliminary tracking of several viH,0 peaks with temperature shows small
changes in their positions (Figure 4.7). In general, most of the observed peaks

decrease only slightly with increasing temperature.

4.3 Raman Spectroscopy

The Raman spectrum of romerite, which spans a greater range of wavenumbers than
the FTIR spectrum, is best split into four regions. The first region from 50-750 cm™"
includes fundamental vibrations of Fe—O bonds [Sobron and Wang, 2012; Mauro
et al.,, 2019]. However, this region is still under evaluation. Bands in the region
from 900-1350 cm™! are assigned to the four fundamental modes of the sulfate
anion. The two most intense peaks found at around 1011 cm~! and 1038 cm™! are
assigned to the v;(SO4) mode. Observing multiple bands for one mode assignment
suggests that the functional group in question occurs at non-equivalent sites in the
sample [Frost et al., 2011; Sobron and Wang, 2012; Mauro et al., 2019]. Thus, the
presence of these two distinct bands at all temperatures is likely indicative of two
different sulfate sites in the structure of rOmerite, generally designated as Fel and
Fe2 [Sobron and Wang, 2012]. These two peaks were also observed by Frost et al.
(2011) in their Raman spectroscopic study of romerite. The large peak and small
shoulder in the region from 1500-1800 cm™! are assigned to the bending mode of
H,0. Finally, the last region from 2650-3850 cm™' includes the antisymmetric and
symmetric stretching modes of water. Approximate Raman band assignments are

listed in Table 4.2.

Similarly to the FTIR spectra, a significant and smooth decrease in band intensity is
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Figure 4.8: Raman spectra from 150-300K, separated into four relevant regions.
Each region has its own intensity scale. Thus, inter-regional intensity comparisons
should not be made. The 296K* spectrum was taken before the sample was cooled
to 153K and reheated to 293K.

observed with increasing temperature in the Raman spectra. This pattern is striking
among the two v{(SO,4) peaks, while the small shoulder at 1061 cm~! maintains the
same intensity at all temperatures. Future exploration of these data should include
how the relative intensities of these three peaks change with temperature. This

pattern is also seen in the water and low-wavenumber regions of the spectra.

4.4 Mossbauer Spectroscopy
Low-temperature results from Mossbauer experiments on the romerite sample are

still under review. Room temperature data, however, are included in this section.
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Table 4.2: Approximate band assignments of romerite’s Raman spectrum at 20K.

Wavenumber (cm~') Band Assignment

Source

75

100
146
178
204
233
264
302
377
399
426
466
608
669

903

1011
1038
1061
1117
1168
1197

1647
1599

3115
3226
3345
3446
3523
3527

TBD
TBD
TBD
TBD
TBD
TBD
TBD
TBD
TBD
v2(SOy)
v2(SOy)
v2(SOy)
v4(SOy)
v4(SOy)

Libration
v1(SOy)
v1(SOy)
v3(SOy)
v3(SOy)
v3(SOy)
v3(SOy)

v2(H,0)
v2(H,0)

v1(H,O)
v1(H,O)
v1(H,0)
v1(H,0)

Mauro (2019)

Mauro (2019), Sobron (2011)
Mauro (2019), Sobron (2011)
Mauro (2019), Sobron (2011)
Mauro (2019), Sobron (2011)

Frost (2010)

Mauro (2019)

Mauro (2019)

Mauro (2019)

Mauro (2019), Sobron (2011)
Mauro (2019), Sobron (2011)
Mauro (2019)

Nakamoto, Mauro (2019)
Nakamoto, Mauro (2019)

Mauro (2019)
Mauro (2019)
Mauro (2019)
Mauro (2019)

v1(H,0) or v3(H,O) Mauro (2019)
v1(H,0) or v3(H,O) Mauro (2019)

Fe* exists in romerite’s structure in octahedral sites, forming F63+(SO4)2(H20)4

clusters. Fe>* also occurs in an octahedral site in romerite, forming a Fez+(HZO)6
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Table 4.3: Mossbauer parameters of romerite. The parameters ¢ and A are expressed
in mm/s units.

Temperature (K) ¢ A 0 A 19) A 19) A
295 0.463 0.19 0.343 0459 1.269 3.207 1.259 3.381

cluster. The Mossbauer transmission spectrum for romerite at 295K is shown in
Figure 4.9. At room temperature, there are four Fe sites: an Fe** singlet, an Fe3*
doublet, and two Fe* doublets. These site assignments were made according to

several assumptions: IS for Fe”* > IS for Fe**, and QS for Fe>* > QS for Fe*.

Room temperature Mossbauer parameters of romerite, shown in Table 4.3, are
consistent with several other Mossbauer studies of romerite. Dyaretal. (2013) found
6 =0.43 — 0.47 mm/s and A = 0.23 — 0.55 mm/s for Fe3* sites, and § = 1.23 — 1.39
mm/s and A = 2.09 — 3.92 for Fe?* sites. Majzlan et al. (2011) reports low-
temperature (80K) parameters for two Fe>* sites: ¢ = 0.52 mm/s and 6 = 0.59 mm/s
and A = 0.38mm/s and A = 0.17mm/s, respectively. They also report a Fe** doublet
with 6 = 1.38mm/s and A = 3.49mm/s. Rothstein et al. (2005) reports parameters
from 210-270K. At 270K, they report one Fe?* site, § = 1.297 mm/s and A = 2.918
mm/s, and one Fe3* site, § = 0.340 mm/s and A = 0.606 mm/s.
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Chapter 5

DISCUSSION

Itis expected that absorption band widths will decrease with decreasing temperature.
This is observed in both the Raman and FTIR data in this study, where peaks at
lower temperatures are better resolved than in higher temperature spectra. As the
sample is heated, these sharp peaks begin to widen and overlap due to thermal
broadening of the sample [Sobron and Wang, 2012]. Recall that according to
the more accurate anharmonic model of a molecule’s potential energy, excitations
and relaxations between higher-energy vibrational states are less energetic than
transitions between lower energy states. At warmer temperatures, the molecules in
a crystal have more freedom to assume higher energy vibrational states [Atkins and
Paula, 2006]. Therefore, a broader range of energies is absorbed as more transitions
between these high energy states occur [Koike et al., 2006]. At low temperatures,
molecules are restricted to their lower energy vibrational states [Atkins and Paula,
2006]. Therefore, there is less variability in absorbed transition energies. This

produces the sharpening effect seen in low-temperature spectra.

Because of thermal broadening with increasing temperature, it can be difficult to
characterize bands at room temperature. Rather, the the fine structures present in
low-temperature spectra can be used to assign bands. These assignments are given

in Tables 4.1 and 4.2.

Preliminary analysis of band positions shows that some peaks attributed to stretching

modes in H,O increase in wavenumber with decreasing temperature (Figure 4.7).
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This is consistent with observed contraction of the romerite unit cell. As the
sample is cooled, H-O bonds in its structure likely contract, increasing their force
constants, or strengths. Recall that Equations 2.6 and 2.7 suggest an increase in force
constant will increase the energies associated with a molecule’s vibrations. Energy
is proportional to wavenumber. Thus, in decreasing temperature, the vibrational
energies of water increase and the wavenumbers of their bands increase [Bowey

etal., 2001].

Some bonds in the romerite structure may be less compressible than others [Bowey
et al., 2001]. In fact, Figure 4.5 shows several bonds that actually increase in
length with decreasing temperature. Further X-ray diffraction analysis of how bond
lengths change with temperature will reveal which are the most compressible. These
can then be compared to shifts in band positions corresponding to bond lengths of

interest.

It is also possible that as the temperature is lowered, some entirely new bands will
appear. In their analysis of hydrous sulfates at low temperatures (178-294K), Sobron
et al. (2012) attributes this to an increase in the structural ordering of water at low
temperatures. However, to differentiate between what peaks manifest only at low
temperatures and which are present through the entire temperature series, a thorough

peak-fitting process must occur, and this is a next step to pursue.

In conducting the X-ray diffraction, FTIR spectroscopy, and Raman spectroscopy
experiments, an initial measurement was taken at room temperature. Next, the tem-
perature was cooled to its minimum and heated back to room temperature. At that

point, another measurement was taken. As a result, there are two measurements at
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room temperature, referred to here as the forward and the reverse room tempera-
ture (RT) measurements, respectively. In each of these methods, a discrepancy is

observed between the forward and reverse RT measurement.

For the X-ray diffraction data, this discrepancy is seen prominently in all lattice
axes lengths (Figure 4.2), the y angle (Figure 4.2), the volume (Figure 4.3), and
several bond lengths/angles (Figure 4.5). Hysteresis was considered, but deemed
unlikely as all other data points remain consistent within error between the forward

and reverse temperature series.

Furthermore, this behavior at room temperature is evident in the synchrotron infrared
spectroscopy temperature series, particularly in the differences between the 297K
forward-RT spectrum and the 300K reverse-RT spectrum (Figure 4.6). Although
less prominent, the discrepancy is also observed between the 296K forward-RT

spectrum and the 293K reverse-RT spectrum in the Raman data (Figure 4.8).

There are several plausible reasons for this inconsistency. First, it is possible that in
cooling the sample, water molecules in the romerite structure undergo an irreversible
shift in orientation. When returning to room temperature, the water molecules can
no longer fit in the same site as they did during the forward-RT measurement. Thus,
the sample undergoes an isochemical change; it is still romerite, but some atomic
positions have shifted appreciably, changing its local molecular environment. This
hypothesis is consistent with the aforementioned structural ordering proposed by

Sobron et al. (2012). It is as-yet unclear how stable this transition is.

Second, it is possible that romerite undergoes a phase change at some point in

the temperature series. Thus, when the reverse-RT measurement is taken, the
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sample is no longer romerite. Dehydration is a common problem when studying
very hydrated minerals at different temperatures. Therefore, it is possible that
the sample dehydrated when heated to room temperature, potentially explaining
the discontinuity. However, phase changes will often manifest as more dramatic
transformations in the lattice parameters and the infrared spectra of a sample. X-ray
diffraction data was also revisited to ensure that at each temperature, the sample still

fell within the same accepted parameters of romerite.

Therefore, current evidence suggests that the most likely cause of this discrepancy
at room temperature is a significant structural change among the water molecules
that results from lowering the ambient temperature past a certain threshold. Clearly,
the discrepancy between the forward-RT (296K) and reverse-RT (293K) Raman
measurements is far less profound than it is for the infrared measurements. This can
be attributed to the difference in temperature intervals between the two experiments.
While the temperature of the FTIR sample was lowered to 20K, the temperature
of the Raman sample did not cool below 153K. Thus, it is likely that the water
molecules in the Raman sample did not undergo such dramatic and permanent

changes.

The significant change in intensity seen in both sets of molecular spectroscopy
data must also be addressed. Changes in intensity correlated with changes in peak
sharpness and peak position with temperature have been observed in several studies
of minerals under variable temperature conditions [Day, 1976; Koike et al., 2006;
Volkov et al., 2021]. However, the exact reasons behind changes in intensity in
spectra from this study are still under consideration and will depend on the final

method of normalization.
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Future analysis of low-temperature Mossbauer data will certainly deepen under-
standing of the mechanisms most responsible for the distortion of romerite. Observ-
ing how isomer shift and quadrupole splitting parameters evolve with temperature
may reveal how the coordination environment and site geometry of iron changes as
romerite contracts. Further analysis of the low wavenumber regions of the Raman

data, which can be attributed to Fe—O vibrations, may prove complementary.
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Chapter 6

CONCLUSION

There are several potential avenues to improve the analysis of the temperature
dependence of romerite. First, the methodology for normalizing the infrared and
Raman data should be reassessed. This procedure is convoluted by the complexity
of the romerite spectrum, and will likely require further experimentation. Upon
the satisfactory completion of this step, a thorough peak-fitting procedure of the
Raman and FTIR data will be done to precisely differentiate between bands that
appear only at certain temperatures and bands that simply broaden and overlap
with others. Further, this approach will allow the temperature evolution of all
bands to be observed. Next, additional research is necessary to explore the lower
wavenumber region of the Raman data, which likely includes information about the
fundamental vibrations of Fe—O. Likewise, analyzing low-temperature Mdssbauer

data will further the investigation of iron in the sample.

Additional research on romerite, including an additional series of X-ray diffraction,
FTIR, and Raman measurements is planned. X-ray diffraction measurements will
be done with an extended temperature series ranging from 100 to 320K. Exploring
temperatures slightly higher than room temperature may provide more insight into
the potential isochemical change observed in the initial round of data. Moreover,
by using a larger single crystal sample, the temperature intervals can be shortened,
providing a more nuanced image of romerite’s structural deformation. The original

X-ray diffraction measurements were acquired as the sample was cooled and heated
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back to room temperature. This provided valuable insight into the reversibility
of romerite’s structural deformation and should be repeated in future infrared and

Raman experiments for consistency.

While these corroborating analyses are ongoing, several firm conclusions can be
made. Most significantly, the practice of using room temperature data to interpret
spectroscopy data of planetary surfaces is prone to error. Microscopic changes in
the structure of hydrated minerals due to temperature will manifest as large changes
in the band position, width, and intensity on an infrared spectrum. Often, the most
intense changes occur in regions containing the fundamental vibrations of water. As
such, this observation is relevant to not simply romerite and hydrous sulfates, but
to all hydrated mineral phases. In conducting further spectral research of planetary
surfaces, every effort should be made to compare planetary data to laboratory spectra
in a relevant temperature range. This endeavor can be further expanded and has
been highlighted by Sobron et al., (2012) in their work studying minerals at relevant
temperature and pressure conditions. It is also expected that Mdssbauer spectra
will change with temperature, and because Mdssbauer spectroscopy is a common
method for identifying samples on Mars, the degree of its temperature dependence

should be further explored.

Pressure is known to structurally deform a crystal lattice, and therefore affect band
appearance on an infrared spectrum [Postmus et al., 1968]. Consequently, the most
accurate comparisons can be made when both pressure and temperature are taken
into consideration. This combination is also relevant in considering how minerals
cycle through the interiors of planetary bodies, carrying water with them. Thus,

future studies of romerite will include pressure-dependant data, further expanding
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the quality of our analysis as it applies to planetary surface and interior properties.
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