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Part 1. Preface

I began my independent research with the following question:

Question Let us take f(z) = 2% + ¢ to be a function in the complex
plane. If we let ¢ travel on a simple, closed, and continuous loop, what
is the movement of the period five points of the quadratic?

To explore this question, we need to start from the most general
and work our way to more specific. Part II is a summary of a complex
analysis course. We begin with an introduction to the complex plane, e*
and polynomials. We will prove the Fundamental Theorem of Algebra
using both Liouville’s Theorem and Rouché’s Theorem.

In Part 2, we will first take a brief look at the topology of loops.
We will take into account the notion of homotopy, which will give us
equivalence classes of loops. We will also look at the algebraic function
g(z) = z — y/c since we can then make connection to our function. We
will introduce the ideas of the Riemann Surface and ramification points
as it applies to our situation.

In Parts 3 and 4 we delve into our problem. We will bring together
the ideas of iteration and periodic points. Then using the concepts of
the homotopy class of loops we create loops in the c-plane that induce
a permutation of the periodic points of f(z) in the z-plane. For each c-
value in a polynomial of degree m, we will have m roots, when counted
according to multiplicity, by the Fundamental Theorem of Algebra. As
our c travels, so do our periodic points. Our intuition tells us that if
we let ¢ travel in a simple, closed and continuous loop in the c-plane,
our periodic points will also travel in some form of a closed loop in the
z-plane. Our question then becomes whether or not we can predict
the movement of our periodic points from the movement of ¢. We will
closely examine the permutations of fixed points and period two points.
We will then generally discuss the permutations of period three points,
and only briefly touch on the permutations of period four points.

We conclude this paper with some thoughts about what might occur
for further iterates of our quadratic and other topics to explore.



2. INTRODUCTION TO COMPLEX NUMBERS

The complex plane, denoted C, first made its appearance through
the work of Girolamo Cardano. (cf., [10], page 1). Its usefulness comes
from being able to evaluate the even root of a negative number and
the complex plane has the imaginary unit i with the property i = —1
(cf., [1], page 1). Complex numbers are in the form z = a + bi, where
a,b € R. If b =0, z is a real number. If a = 0, z is then purely
imaginary. We say that a is the real part of the expression, and b is
the imaginary part of the expression ¢ (cf., [7], pages 4-5).

We can now consider numbers as being in the complex plane. Let us
consider the complex numbers as ordered pairs of real numbers, that
is, (a,b). Since a is the real part of z, we will consider the z-axis as the
real azris. Similarly, since b is the imaginary part of a complex number,
we can take the y-axis as the imaginary axis (cf., [4], page 4). For
example, say we wanted to plot the complex vector 2 + 3i. We would
then have the point (2, 3).

Let us take a point (z,y) in the real plane. We recall that, using the
distance formula, we find the distance from the point to the origin by
taking /22 4+ y2. In the complex plane, we can then find the length
of the vector z, the modulus of z, as va? + b%, denoted |z|. We can
use the modulus of z to determine a circle in the complex plane that
is centered at the origin with the radius equal to |z| (cf., [4], page 5).

3. USING e* IN THE COMPLEX PLANE

In order to analyze the geometry of the permutations of periodic
points, we want to look at closed loops in the complex plane. Circles
are easy loops to create in the complex plane using the transcendental
number e. We know from calculus that for any real x € R, we can
define e* by its Maclaurin series as

We can extend our definition of the exponential function from the
real plane to the complex plane. We then have that x = i, and

0 i (i0)?
Rearranging the series shows that

e”:(1—(9)2+(9)4—...)+@'<0—@+@—...).

I

+ ...
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Since

cose:(l_@+@_,..)

2! 4!
nd 0F (0
sin@z(—T—l—T—...),

we can then have
e = cosf +isinf (cf., [7], page 25)
We are going to use t as a real parameter that represents the number
of turns about the origin. For example, for § = 7 we take t = }1. We
can now let # = 27t, and have

2™t = cos 27t + i sin 27t

Thus, we have a way of considering e, 7 and 7 in one setting. Some
key values for e?™ are;

e27ri(0)

627rz%

;L
e27r1,2 —

3
627"1 = 4

627” - 1.

As we let t increase from 0 to 1, we notice that the parametric
curve o(t) = €?™ traverses the points on the unit circle. Hence, to
traverse a circle in the counterclockwise direction with a fixed center
at any complex number, v, and fixed radius length, » € R, we use the
parametric equation

L(t) = v+ r(e™).

4. POLYNOMIALS IN THE COMPLEX PLANE

With this short introduction to the complex numbers, we can begin
working with polynomials over the complex plane. For the remainder
of this paper, we will be analyzing polynomials whose coefficients and
variables take values in the complex plane, in particular we will con-
sider the zeros of polynomials.

Definition Let Q(z) be a polynomial in the complex plane and k
a positive integer. The complex number a is a zero of a polynomial,
P(2), if P(2) = (2 — a)*Q(z) with P(a) = 0 and Q(a) # 0. In this
case, we call a a zero of multiplicity k (cf., [4], page 60).
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In order to examine the zeros of a polynomial, we first examine the
conditions under which a zero will exist. More precisely, we want to
consider whether or not a polynomial will always have a zero in the
complex plane. By the Fundamental Theorem of Algebra any polyno-
mial must have a zero in C. Let us first look at a definition and at
Liouville’s Theorem before we examine the Fundamental Theorem of
Algebra.

Definition A function is said to be entire if it is differentiable every-
where in the complex plane (cf., [4], page 35).

Theorem 1. [Liouville’s Theorem] A bounded entire function is con-
stant (cf., [4], page 59).

Theorem 2. [Fundamental Theorem of Algebra] Every nonconstant
polynomial with complex coefficients has a zero in C (cf., [4], page 59).

Proof. Suppose that we have a polynomial P(z) such that

P(2) = apnz™ + @y 12™ -+ ag
with a; € C and P(z) is nonconstant and does not equal zero for all
z € C. We can then take

as an entire function on the complex plane. Since P(z) is nonconstant,
|P(z)| — oo as z — oo. Hence, f(z) is bounded, and by Liouville, is
thus constant. Yet in order for f(z) to be constant, P(z) would have
to be constant, which contradicts our assumption. Therefore, every
nonconstant polynomial with complex coefficients has a zero in C. [

Hence, for complex polynomials we know that we will have at least
one zero in the complex plane. Let us now use Rouché’s Theorem to
prove that a polynomial, of degree m, will have a maximum of m zeros,
when counted according to multiplicity.

Definition We say that f is analytic inside and on a regular closed
curve if f is differentiable there (cf., [4], page 35).

Theorem 3. [Rouché’s Theorem] Suppose that f and g are analytic
instde and on a reqular closed curve v and

1f(2) = g(2)] <|f(2)]
for all z € v.Then f and g have the same number of zeros inside

(cf., [4], page 113; [10], page 232).
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An Alternative Proof of the Fundamental Theorem of Algebra. Let

fz) = 2",
g(z) = 2"+ a2+t an.

Since f(z) has m zeros when counted according to multiplicity, our
goal in this proof is to show that g(z) has the same number of zeros as
f(2). In order to prove that g(z) has m zeros when counted according
to multiplicity, we want to show that |f(2) — g(z)| < |f(z)| for all
z € C. We are given that,

|f(z) —g(2)] = ‘Zm—zm+alzm*1+...+am|
= Ja 2"+ e+ ag
a Ay,
= [ —1+---+—m‘.
z z

It follows that
(1) 1f(2) —g(2)| =

Hence, as z — oo, aj—l——i—‘;—ﬁ‘ — 0.

Earlier in this section, we defined a circle in the complex plane as
having a radius, say Ry, equal to the modulus of z. Let us consider
another circle with a very large radius, R, centered at the origin. Let
Ry > R, so |z| > R. Then

aq (077
z

Zm

1
om

a Am
(2) —Ft | <1
z z

Using equations 1 and 2, we have,
If(z) —g(2)] < lforzeC
1f(2) —g(2)] < [ =[f(2)].

Hence, by Rouché, g(z) has the same number of zeros as f(z), that is,

m zeros according to multiplicity. Therefore, any polynomial of degree
m over C has m zeros when counted according to multiplicity. 0

1
om




Part 2. Background of Riemann Surfaces and the Case of
z=,/c
5. LoopPs
Throughout this paper, we will be looking at simple, continuous and

closed loops orientated in the counter-clockwise direction. Let us look
at loops in an annulus.

FI1GURE 1. Two Loops in an Annulus

In the annulus, let us create a loop « that contains the hole of the
annulus. Suppose we want to continuously shrink this loop into a single
point. We notice that in order to do so, we would have to somehow
cross the hole. Thus, in an annulus, we cannot shrink « into a single
point when « contains the hole.

In contrast, let us take a loop 3 in the annulus that does not contain
the hole. If we now try to continually shrink ( into a single point,
we can. We then have two different types of loops: those that can
shrink continuously into a point and those that cannot. For example,
if we generate another loop v that contains the hole in the annulus, we
realize that it too cannot continuously shrink into a single point. For
us, 7 is just as good as « since v can be continuously deformed into «
(cf., [3], pages 19-21).

Let us now work on a topological space, X, instead of an annulus.
We can still deform loops into other loops. Deformations give rise
to an equivalence relation on loops called homotopy: Loops « and 7~y
are homotopic if v can be continuously deformed into . Based on
continuous deformation, we have equivalence classes, that is homotopy
classes. For example, ( is not in the same class as v and a. To
get a clear idea of what is going on, we pick a starting point, that

is a base point, at p € X. We can define a variety of closed loops
10



oriented in the counter-clockwise direction that can be deformed into
other simple closed loops all oriented in the counter-clockwise direction
that start and end at our base point. Let us represent our holes as

1y CyevvsCyevo. Then X = C — {c],c3,...,¢},... }. We will denote
a loop that contains cj as 71, etc. The homotopy class of a loop 7; is
then (7).

We can now consider multiplication of loops. Multiplication of loops
occurs when we choose a base point, p € X ,and traverse first a repre-
sentative of (y;) and then follow it by a representative of (;). The class
of all loops formed by first traversing a 7; and then a ~; is represented

by

(i) - () = (v )
We are assuming this operation on homotopy classes is well-defined
and gives a group structure on the equivalence class of loops. We know
that multiplication is associative. That is,

(i) (s) = () (e )

We also have an identity element, which we will denote as (7). For
us, our identity element is the homotopy class of curves that do not
contain any holes, since these curves are all equivalent to the base point.

Lastly, each element of our group has an inverse. We are taking loops
in the counter-clockwise direction. The inverse of the homotopy class
(7;), which we denote as (v;'), is our loop (v;) taken in the clockwise
direction,i.e. ’yj_l is v; taken clockwise.

Our group is called the the fundamental group of X based at p, and
denoted by 71 (X, p). The elements of our group are then generated by
the classes

<'70>7 <'Yl> ce <’)/J> ...
and all elements are the products of the generators (cf., [3], pages 87-
95).

11



6. BACKGROUND OF RIEMANN SURFACES AND THE CASE OF
z=/c

In this part we will be considering the zeros of the complex polyno-
mial 22 — ¢ = 0. We notice that for f(z) = 0, for each value of ¢ we
have two values for z. For example, for ¢ =4,z = +2.

Using polar coordinates, we can rewrite ¢ as re?™, for a fixed r and
t. If we increase t from 0 to 1, ¢ traverses a simple, closed loop around
the origin that begins and ends at the real number 7 in the c-plane. Let
us choose r # 0 we will look at a simple case first, and then generalize
it to explain all cases. Let r = 1, so ¢ is traversing the unit circle. At
each value of ¢ in the c-plane, we can then solve f(z) = 0 for z and
plot these z values in the z-plane. We have that

671'1'75 \/;

It is helpful to view the mapping from the c-plane to the z-plane in
both a table and a figure. See Table 1 and Figure 2.

z
zZ

t c = e?mit z=e™/1
0 1 1

12 1 i

1 1 -1

TABLE 1. Mapping

From Table 1 and Figure 2, we notice that as ¢ makes one complete
turn about the origin in the c-plane, we have only completed half a turn
about the origin in the z-plane. In essence, we ended in the z-plane
at the negative value of our starting value. The question we want to
consider is whether or not for any ¢ that is a simple closed loop the
starting value of z will differ from the ending z-value. Let z = /re™.
At t =0 we have z = /r. Now let t = 1. At t = 1 we are at the same
place in the c-plane as we were when ¢ = 0. Yet in the z-plane we have
that 2 = \/re™ = —\/T.

Let us now try constructing the Riemann Surface, which is an ab-
stract manner of viewing what is occurring. In order to construct the
surface we want to take two replicas of the c-plane each called a sheet.
We call one sheet I and the other sheet II. Since our function is multi-
valued, let I contain the positive values of z, and II contain the negative
values of z. So I contains the points (¢, 1/c), and II contains the points

(¢, —/c). Now suppose that we cut each sheet on the positive real axis.
12
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FIGURE 2. ¢ = ™ » = emity/T

We can think of this cut as breaking the bond that links the first and
fourth quadrants together. Let us label the edge of the first quadrant
by the cut with a + sign, and the other side of the cut in the fourth
quadrant with a - sign on both sheets. In total we should have two +
markings and two - markings.

Since both sheets are the complex plane, we can now perform some
old-fashioned pasting. We want a + and a - to be pasted together, so
let us take a 4+ from I and paste it to a - from II, and vice-versa. We
have now created a way to move from I to II. For example, previously,

we saw that as c¢ travelled along a circle centered at the origin, we
13



started at the value z = |/r¢, in I, and ended at the value z = —/r,
which is in II. Thus, we travelled from one sheet to the other.

When will we be able to pass from one sheet to the next? In order
to travel between sheets, we need to land on a point/s that is common
in both sheets, that is we want our points (¢, \/c) and (¢, —+/c) to be
the same. For our function z = /¢, that will occur when ¢ = 0, or oco.
These values for ¢ control our path. For instance, if we travel in a loop
around the particular c-value, we arrive on the common point in the
sheets and are thus able to travel between them. If we do not, then we
remain on the sheet where we started.

Let f: C — C be a holomorphic function. The function f gives rise
to a holomorphic map of Riemann surfaces F': C,, — C.
Before proving Theorem 1 we will prove a lemma.

Lemma 1. Let f be a meromorphic function on a Riemann surface C
with associated holomorphic map F : X — C.

a. If p € C is a zero of f, then mult,(F') = ord,(f).
b. If p is a pole of f, then mult,(F) = —ord,(f).
c. Ifp is neither a zero nor a pole of f, then mult,(F') = ord,(—f— f(p)).

Definition Let F' : C,, — C, be a nonconstant analytic map. A
point p € X is a ramification point for F' if mult,(F') > 2. A point
y € Y is a branch point for F'if it is the image of a ramification point
of F' (cf., [8], page 45).

Definition A point c is a special point if there exists a corresponding
ramification point.i

Thus, in our example, ¢ = 0 and ¢ = oo are special points, and z = 0
and z = oo are ramification points.

14



Part 3. Our Problem
7. ITERATION

[teration is the repeated composition of a function. Let us take a
complex function f(z). We would then have
f(z) = The first iterate of f(z)
f(f(2)) = f*(z) = The second iterate of f(z)

f(f(f(2) = f*(z) = The third iterate of f(z)

and define f"(z) as the n'" iterate of f(z).

Definition z is called a fized point of f(z) if it satisfies f(zo) = 2o
(cf. [5], page 20).

For example, let us take the function f(z) = 22. If we let zy = 0 we
have

20 — 0
f0) =
F20) =

f0) = 0

Regardless of the number of iterations we take of f, we will always
stay fixed at zp = 0. We will not, however, always have fixed points.
During iteration, we will also come across periodic points

Definition z is called a periodic point of f(z) if it satisfies f™(zg) =
2o for some n > 0, with f¥(z) # 2o for all k < n. We say that that z
is a period n point (cf., [5], page 20).

For example, let us take the function f(z) = 2% — 1 and let 2y = 0.
We then have that

fFo) = —1
f20) =0
f(0) = 0
f2n+1(0> = _1



Since in the above example we have that f2(0) =0 = 2, 20 = 0 is a
period two point of our function.

8. THE PERMUTATIONS OF THE PERIODIC POINTS OF THE FAMILY
OF QUADRATIC POLYNOMIALS

The primary goal of this paper is to look at the permutations of the

periodic points of the quadratic family
flz)=2"+ec

For each value of ¢, where ¢ € C is a parameter, we will have fixed
points and periodic points of f. We need to think about our problem
as if we were working with two different planes, the c-plane and the
z-plane. Notice that the periodic points depend continuously on c¢. In
the ¢ plane we will have our ¢ values, and in the z-plane we will have
our corresponding fixed and periodic points. If we move ¢, our periodic
points will move. If we let ¢ travel along continuous, closed loops, our
fixed and periodic points will travel along closed loops in the z-plane.
In the c-plane, we will be traversing representatives, v, of an element
() from the fundamental group m; of a certain open region X C C.

For all ¢ € [0, 1] and for each n € N we define the set

P! = {z| z is a period n point of z* + ¢, }

Where
v:[0,1] — C

and

e = (1)
If the loop 7 is closed, that is

Cho=C1
then we have that

PO — Pl

So ~ induces a permutation on the set P?. We will be mapping
the fundamental group m (X, p) to the group of permutations of the
periodic points, which we will call G, in the z-plane. We will denote
this mapping, ¢, as

v :m(X,p) — G.

We have that ¢ is operation preserving. That is

e((11)) - e((12)) = ¢((n - 72))-
Then ¢ is a group homomorphism. Therefore, ¢(m (X, p)) is a sub-
group of G, with generators ¢((7;)). The identity element of G is

©({(70)), where 7q is the trivial loop.
16



For each n we will have m period n points. We want to number these
periodic points from 1 to m. Since we are studying the permutation of
these points, it is helpful to use cycle notation. For example, say we
are working with three periodic points, which we number as 1, 2, and
3. Suppose the permutation ¢ on these gives

(1) =2, »(2)=3, »@B) =1
The permutation ¢ takes 1 — 2,2 — 3 and 3 — 1. Using cycle
notation, we can write
(123).
We read cycle notation from left to right, so we still have that ¢
takes 1 — 2,2 - 3 and 3 — 1.
Let us define a permutation 3 on the same set of periodic points as

(132).

Say we wanted to know the permutation of first taking 4 and then
. To multiply using cyclic notation, we read right to left. That is, we
have

o5 = (123)(132)

Inside the parenthesis, however, we continue to read left to right.
That is, to find the permutation of 1, we start on the right and have
that 1 goes to 3. Moving left we then see that 3 goes to 1. So 1 — 1.
In a similar manner we have 2 — 2, and 3 — 3.

We will begin our work of the permutation of the periodic points
by starting with the fixed points and then moving on to the period-2,
period-3 and period-4 cases.

17



Part 4. Research
9. THE PERMUTATIONS OF THE FIXED POINTS

Let us look at the fixed points of f(z) = 22 + ¢, that is, the values
of z that solve the equation

4= z,
where ¢, z € C. If we rearrange the equation, we then have that

fz) = =
0

z2—z+c =

Let us let
Qi=2"—z+c

We are then solving for the zeros of ();. From the Fundamental The-
orem of Algebra, we know that our (); will have at most two zeros in
the complex plane, when counted according to multiplicity. So for each
value of ¢ that we choose in the complex plane, we will have two fixed
points. From the Chapter on Riemann Surfaces, we know that the
points that affect our permutations are the special points of a function
f.

We get special points for values of ¢ such that z is a ramification
point, and our branch point is @1(z) = 0. We can find the special
points of our function in two different ways.

9.1. Finding the Special Points of the First Iterate of the Qua-
dratic Using the Quadratic Formula. Since we are looking at a
quadratic, we know that we will have at most two zeros for each value
of ¢ that we choose. Using the quadratic formula, these two zeros are
in the form

1++1—4c
5 .

We notice that the value of z will be of multiplicity two when the
discriminant of the quadratic formula is zero. We then want,

z =

1—4c =

C =

= O

Hence, when we have ¢ = %L we have a ramification point at z = %

18



9.2. Finding the Special Points of the First Iterate of the Qua-
dratic Using Derivatives. Let us suppose that a is a zero of multi-
plicity m of a polynomial P(z). We then have that

P(z)=(z—a)"Py(z)

with P,,(2) # 0, and P(a) = 0. Let us successively take the derivative
of P(z), and evaluate at a. We have that

P'(a) = 0

pm=1) (a).
Pm(a)

Thus, the multiplicity of a zero is the order of the first nonvanishing
derivative (cf. [1], page 43).

We can now apply the concepts of derivatives to find a zero of mul-
tiplicity two. We want Q] (a) = 0, and Q' (a) # 0.

Qi(z) = 2—z+c
Q) = 2:-1

Solving Q}(z) = 0, we find that we have z = 3. Substituting back
into our original equation yields ¢ = }1, which we had found before.

For the fixed points, we then have a single special point ¢ = % with
corresponding ramification point z = % Let us denote ¢ = }1. Let
(71) be the homotopy class of loops that go around ¢} once that can
be deformed into simple closed curves taken in the counterclockwise
direction, and (7g) is the homotopy class corresponding to the trivial
loop. These two classes are the two elements are the identity and the
generator in the fundamental group of X = C — {cj} based at p and
denoted (X, p). Since our choice of p is irrelevant, we denote the
fundamental group as m(X). Since for all c € X = C — ¢, we will
have two distinct zeros, we will number our fixed points at ¢ = p as 1
and 2. The permutation of the fixed points, G, is then the group of

permutations of two elements, S;. We have then then that
Y m (X) — SQ

Let us look at the permutations induced by ¢({7)) and ¢({(y1)) by

choosing a base point of p = 1.
19



9.3. The Permutations Induced by (7). Since (7,) does not go
around cj, our permutation should be the identity. Using p =1 as our
base point, we can construct the loop

c= .75+ .25e%m

in the ¢ plane. By increasing ¢ from 0 to 1, we traverse a circle. When
t =0 or 1, we have ¢ = 1 and two distinct roots. We want to be able
to visually see in the z-plane these roots. We will number these roots
1 and 2. Looking at Figure 3 we have our 7, on the left-hand side, and
the permutation induced by ¢ = .75 4 .25¢2™*. Notice that indeed our
permutation is the identity.

*
~
) 1 v 1 2

_ e
[$; ¢,

s O

S Q

-1.5

FIGURE 3. c-plane, z-plane

Hence,
©((0)) = (1)(2) =1d

9.4. The Permutations Induced by (7). Keeping p = 1 as our
base point, we want to construct a loop from the homotopy class (7y1).
Let ¢ travel along the unit circle. Our geometric representations of the

parameter space and our mapping are shown in Figure 4.
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We now notice that our fixed points lie on the same loop. Hence as
our c-value travels along the unit circle in the c-plane, the permutation
of our fixed points at p = 1is 1 — 2,2 — 1 in the z-plane. Using cyclic
notation, we have that

p((m) = (12)

9.5. Summary of the Permutations of the Fixed Points. In
summary, ¢ is a mapping from our topological group (X, p), where
X=C- {};}7 to the permutation of two elements, S;. Our two ele-
ments of ¢ (m;(X,p)) are

p((0) = (1E2)=1d
p((n) = (12)
10. THE PERMUTATIONS OF PERIOD TWO POINTS
Let us now look at period two points of f(z) = 2% + c.
f2(2) = f(Z*+c)=(+c)P+c

= 422+ +ec
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For the period two points of f(z), we want to have f?(z) = z, that is
422t —z+F +e=0.

Since f?(z) is of degree four in z, we know that f2(z) — z has exactly
four solutions when counted according to multiplicity. Our work in
finding the special points, however, is not as difficult as it may seem.
A fixed point will also be a solution to f?(z) = 0. We can then factor
f(z) — z into f?(z) — 2. Let us define Qy(z), with 2 representing the
second iteration of the quadratic, as

2

Qa(z2) = M
f(z) ==

By completing long division, the polynomial quotient, we get
Q2) =2 +z+c+1

which is another quadratic.
Using the same methods from the last section, we find that there is
only one special point for a period two point. It is when ¢ = —%.
Similarly to the permutation of fixed points, let us denote the special
point by ¢ = —2. We then have the class of identity loops as (o) that
do not contain ¢}, and the homotopy class (1) that does contain ¢}
and winds around ¢} exactly once. So (79) and (;) are elements of the

fundamental group m (X, p), where X = C — {—% :

10.1. The Permutations Induced by (7p). Let us let p = 1 and
observe the permutations of the period two points by taking p = 1.
When ¢ = p, we will call our two periodic points, 1 and 2. Again,
since the homotopy class () does not contain the ramification point
of our second iteration of the quadratic, our permutation should be the
identity. Let us construct a loop in () as

c= .75+ 254

in the ¢ plane. If we look at the mapping of the permutations of period
two points in Figure 5, we notice that indeed our permutation is the
identity.

Hence,

e({v)) = (1)(2) =1d

10.2. The Permutations Induced by (y;). We will keep p = 1.
We now want to construct a loop from the homotopy class (y;) that
contains cj Let us let ¢ travel along the unit circle centered at the origin.
Our geometric representation of our mapping is shown in Figure 6.

We then have that
o({m)) = (12)
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10.3. Summary of the Permutations of the Period Two Points.
In summary, the second iteration has a ramification point where ¢} =
—%. Our punctured plane is then X = C — {¢}}. We then have ¢ as a
mapping from our group (X, p), to the permutation of two elements,
Sy. Our two elements of ¢ (m(X, p)) are

¢ () = (1)(2)=1d
e((m) = (12)

The permutation of period two points is quite similar to the per-
mutations of the fixed points of the quadratic. The permutations of
periodic points begins to become interesting when we start looking at

the permutations of period three points.
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FIGURE 6. c-plane, z-plane

11. THE PERMUTATIONS OF PERIOD THREE POINTS

Let us now begin working with the third iteration of f(z):

F2(z) = ((ZP4c)*+ )’ +c= 2" +4c2°+ (2c + 6¢%) 2* + (4 + 4c°) 27
+ct 2+ e

Hence, we are working with a polynomial of degree eight. Similar

to the second iteration, fixed points of a polynomial satisfy f3(z) = z.
We can then divide f3(z) — 2z by f(z) — 2.

3 _
@ = J;<<Z>)—Z = 2"+2"+(1 4 30) 2"+ (1 4 2¢) 2°+ (1 + 3c + 3¢) °
Z)—Z
+(1+2c+) 2+ 427 +e+1

Our quotient, however, is a polynomial of degree six. To get a better
sense of the permutations of period three points, let ¢ travel along a
variety of curves and examine their mappings in the z-plane. See Figure

8.
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FIGURE 7. z-plane

As we can see, our function is much more complicated than it was for
either the period two or the fixed points. Since we are working with a
polynomial of degree six, we cannot find our ramification points using
the quadratic formula. Instead, we will find them using derivatives.

11.1. Finding the Special Points of the Third Iterate of the
Quadratic. To find a zero, a, of multiplicity, m > 1, a must satisfy

P(a) = 0
P'(a) = 0
P Ya) =
P(a) #

25



FIGURE 8. z-plane
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To find the ramification points of the third iteration of f(z), we need
to first find the successive derivatives of (3(z). To have a zero of
multiplicity six we would have to have z and ¢ values such that

(@3) = (@3) = (Q3)® = (Q3)" = (Q3) = (Q3) = 0.

Using Mathematica to solve simultaneous equations, we have no so-
lution. Hence there is no period three point of multiplicity six. We
then try to determine if the third iterate has a period three point of
multiplicity five. Following in a similar manner yields,

(@)W = (@) = (Q3)" = (Q3) = (Q3) = 0.

Again, we have no solution. In fact, it is not until

(Q3>” = (Qs)/ = (Q3) =0

that we find our first multiple zero at ¢ = % (—1 + 31\/5) We then have

zeros of multiplicity three at z = %1 (—1 + z\/g) Continuing further,
we also find that we have zeros of multiplicity two when ¢ = —;i.
Hence, the ramification points of the third iterate of f(z) are z = X

1
and z = —g + 3i/3.

11.2. The Fundamental Group for the Third Iterate of the
Quadratic. In the case of the fixed points and the period two points,
we only had the identity (o) and one generator, (1), in the funda-
mental group.

Let
aq = T
Ly
1
o = —g(—1+3z’\/§)
1

& = —g(—1—3¢\/§).

Then X = C — {—g, —% (—1 + 32\/§) ,—% (—1 — 3@\/3)} Choose
a base point p = —i. We then have that (i) goes around cf, (v2)
goes around ¢ and (7y3) goes around . So (71), (72) and (y3) are
elements of the the group m(X,p). We now want to determine the
permutations of the period three points. We will first look at the
permutations generated by the primary generators and then examine

some of the products.
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11.3. The Permutations Induced by (7o). Like the permutations
of the fixed points and the period two points, loops contained in the
homotopy class (7o) represent the identity. That is, a loop that does
not go around any of the special points. Let

2 1,
c=(t) = -3t gegmt-

In Figure 9 we have the geometric representation of the permutation
of our period three points.

D
*
[
o
-
N

FIGURE 9. c-plane, z-plane

Indeed,
w((70)) = (1)(2)(3)(4)(5)(6) = Id.
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11.4. The Permutations Induced by (y;). We want to create a
7 € (7). Since our base point is p = —%, we want to travel closer to
c;, take a circle around cj, and then travel back to to our base point.
71(t) then becomes,

=1+ (-Dt  os<ish
Y(t) = e(t) = —1.75 + 75@67”('5_%), l<t<y
ct)y=—§+(3)(t-3), 3F=<t<L

For each ¢ value we will have six z values. We are most concerned
about the zeros of Q(z) for ¢ = —%, which is our base point. For each
¢ value we are following the paths of these z values. A complete graph
is shown in Figure 10. From our graph, we notice that we have the
following permutation.

w((m)) = (12)(34)(56).

e,
—es(

FiGURE 10. c-plane, z-plane
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11.5. Permutations Induced by (7). Loops in the homotopy class
(72) contain the point ¢; = —1 (=1 + 3iv/3). Since p = —1, we can
then take a circle centered at cj. Figure 11 shows the z-plane, with
a gap to show the z values for our base point, and then the complete

mapping.

©

-2
2

2 1.5 1 0.5 0.5 1 1.5 2
.................... -~
M,
1.5
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FIGURE 11. c-plane, z-plane

Using the same technique as in the pervious section, let us label the
six period three points at our base point. As we vary ¢, we have that

©({72)) = (146).
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11.6. Permutations Induced by (v3). Loops in the homotopy class
(73) contain the point ¢; = —1 (=1 — 3iv/3). Since p = —1, we can
then take a circle centered at cj. Figure 12 shows the z-plane, with
a gap to show the z values for our base point, and then the complete

mapping.
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FIGURE 12. c-plane, z-plane

Using the same technique as in the previous section, let us label the
six period three points at our base point. As we vary ¢, we have that

w({73)) = (253).
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11.7. Permutations Induced by Products of the Generators.
We now have that

e((n)) = (12)(34)(56)
©({72)) = (146)
o((13)) = (253)

Based on the permutations of our three homotopy classes we can
begin finding products of the generators. However, when we find the
products we need to keep in mind that our group is not abelian. Thus,
the order in which we take our loops matters. Also, while we can
computationally find the products, we need to pay attention to our
equivalence class of loops and what we can actually deform into.

For example, let us take a loop that contains cj, ¢ and ¢5. We can
find the permutation of this loop by taking the product of ¢ ({7)),
© ({(72)) and ¢ ({72)). There are six different types of orders we could
take, but only some orders are the ones we want. Remember, in order
for

(71 T2 73)
to be equivalent to
(1) - (y2) - (13)

we need to be able to deform the product into the larger loop. We
can only do that when we take the product as

(r2) - (1) - {rs) = (30 - (1) - (12)
Hence we have that a loop that contains all three ramification points

is of the homotopy class (y2 - v1 - 73) = (V3 - 71 - 7Y2)-
We then have that the mapping of three homotopy class onto per-
mutations is

e({v2-7-73) = @((12) -9 ((n) v ((13)
= (146)(12)(34)(56)(253)
= (12)(34)(56)

We can check our manual computation with the computer by taking

a loop, base p = —%.

oft) = 4+ (), 0<t<i
n(t) = eft) = 27075, L<t<y
o) =2+ (~%)(t-2), <i<1
We then have the geometric representation of our paths in the z-

plane in Figure 13.
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Let us take a loop that contains ¢; and c¢j. We notice that

@ ((12)) - @ ({73)) = (146)(253)
and

@ ((13)) - @ ({(72)) = (253)(146).

So we have ¢(72-73) = ©(73-72) = (146)(253). Again we can visually
represent the permutation the permutations in the z-plane.

_ 1 2 1.

c(t)——g'—i- (1§) t, 0<t<3;

() = 4 eft) = o™ (73), p<t<i;
o) =1+ (-Z)(1-2), i<i<1



Which gives the graphs found in Figure 14.
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FIGURE 14. c-plane, z-plane

Let us now take a loop that goes around ¢} and c;. The class of loops
that contain both points is a product of () and (7y2). If we draw these
two loops in the c-plane, we notice that we can only deform them into
a larger loop if we first take (y2) and then take (7y;). We then have

that
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e({n-2) = e((n) (1)
= o((n)) - v((12)
= (12)(34)(56)(146)
= (134562).

Let us take a loop with a base point of p = —% and geometrically

view our mapping onto the z-plane. We want to first move our base
point along a line, (7y), then take a circle about both ¢} and ¢, and
then trace our path back to our base point. We have the following
values for c:

oty =—5+ (3 +3i)t, 0<t<k
Y(t) =S e(t) = (=1.75 +i) + 1.8¢7(75) 1<y < 2,
ct) = (E+)+ (-2 -3i) (t—2), 2<t<1.

Our geometric representation of the permutation of the periodic
points are shown in Figure 15
Lastly, let us take a loop that contains cj and c5. We then have that

e((y-73)) = e((n) - ()
= ¢((n) - ({12)
= (12)(34)(56)(253)
= (126543).
Which we can view visually in Figure 16.

11.8. Summary of the Permutations of the Period Three Points.
For the third iteration of our quadratic, we have special points at

aq = T

Ly
1

o = —g(—1+3z¢§)
1

&= —g(—1—3i\/§).

The fundamental group of the third iteration is on the topological
space X = C — {cf,cs,ci}. The identity and generators of m; are
(70), (1), (72), and (73).

We then have ¢ as a mapping from our group (X, p), to the per-

mutation of six roots. Our elements of ¢ (71 (X, p)) are
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12. THE PERMUTATIONS OF PERIOD FOUR POINTS

The permutations of the period four points of our quadratic are the
last permutations we will be studying in this paper. Even though not
all of the permutations of the period four points are understood, we
will have a chance to at least begin to have a taste of them. Quickly, we
have noticed that our permutations are growing complex quite rapidly.
Let us view some mappings, in Figure 17, in the z-plane to visualize

the complexities of the fourth iteration.
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FIGURE 17. ¢ = (—23) e ¢ = (.25 — .5i) €™

The fourth iteration of our quadratic is
4(2) (P4 )+ +c) +ec

= c++2+5+6°+65 +4c"+

+ (8 +16c¢"+24¢° +24° +8¢7) 2

+ (402+1603+3604+6005+2806) 24

+ (802+24c3+8004+56c5) 28

+ (2c+602+6003+7004) z8+<24c2—|—5603) 210

+ (40—1—2802) 212 4 8t 4 210

Whereas in the previous cases, we could divide our function minus

z by fi — z, in the fourth iterate, we can also factor the period two
38



points. We then have that
fiz) -2

fAz) ==
1+202+303+3c4+3c5—|—06+(20+c2+203—|—c4) z
(c+502+603+1204+605) 22—1—(14—402—1—403) 23
(4c+302+1803+1504) z4+(20+602) 2°
(1+1202+2003) z6+4cz7+(30+1502) 28+ 2

+ 6c2'0+ 212

Q4

+ + +

We are working with a polynomial of degree twelve, hence we will
have at most twelve roots when counted according to their multiplicity.

12.1. Finding the Special Points for the Fourth Iterate of the
Quadratic. To find the special points, we want to use our knowledge
of derivatives in the same manner as we used to find the special points
for the third iteration of the quadratic. Using Mathematica, we find
that we have special points at

3

¢ = (-1-2)

. 5

. 3+3(1+z\/§)

G T 423

. 3. 30-iA)
4 4923

. 1

. 1 g

%G T 4173

We have that if we let ¢ = ¢}, ¢35, c;, or ,cj, we will have roots of
multiplicity two. If we let ¢ = ¢} or ¢, we have roots of multiplicity
four.

We now have six homotopy classes of generators, that is (y1) ... (76)-
These generators are elements of the fundamental group on the topo-
logical plane X = C — {¢,ch, 5, ch, ¢k, ¢}, based at a point p € C,
and denoted as 7 (X,p). For the fundamental group, let us let p be
the origin. We can then examine the mapping of ¢ (m1(X,0)) to the

permutations of our period four points. To find each permutation, we
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have p travel along a line, go around a circle that contains our ramifica-
tion point, and then return to p, which is the same method we used for
period three permutations. We will look closely at ¢ ((y1)) and ({72))
to become comfortable with our method, and then just state the other
permutations for the period four points.

12.2. Permutations Induced by (7). We have that () is the ho-

motopy class of loops that contains the ramification point ¢ = % ( —1- 2§>

once in the counter-clockwise direction. We then want to construct a
loop that goes around this point once. We will let

)= (24 1) + (-t 0<i<h

. 1
1(t) = c(t) = —2 + Leb7(3), lap<
ct)=—-2+3i+ (t—2), 2<t<.

Our base point is travelling to the point ¢ = —2 + 7, around a circle
centered at (-2,0) with radius I, and then back to the origin. We now

want to observe the permutation of our period four points in Figure
18.

FIGURE 18. z-plane

If we follow the path of the period four points from ¢ = 0, we notice
that

¥ (<71>) = (17 12)(27 11)<4’ 9)(67 7)

12.3. Permutations Induced by (72). We have that (7y,) is the ho-
motopy class of loops contains the ramification point ¢; = —g. We

then want to construct a loop that contains this point. We will let
40



oty = -1+ (t—=3)t, 0<t<li
() =4 e(t) = —1.25 + .25667”(%), lorp<
c(ty=—-1+(t—2), 2<1<,

Our base point is travelling to the point (—1,0), around a circle
centered at (-1.25,0) with radius l, and then back to the origin. We
now want to observe the permutation of our period three points in
Figure 19.
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FIGURE 19. z-plane

We can now follow the path of our period three points. We see that
¢ ((12)) = (1,12)(3,10)(5,8)

12.4. Permutations Induced by (73), (74), (75), (7). For the remain-
der of the permutations, we will just state the permutations and display
the corresponding mappings in the z-plane.

p (1) = (1,10)(2,8)(3,4)(5,7)
({74)) (3,12)(5, 11)(6, 8)(9, 10)
(1) = (1,2,4,7)

({(76)) (9,11,12,6)

41



FIGURE 20. ¢ ((73)), % ({(74))

Part 5. Further Research

The original intent of this research was to study the permutations of
the period five points of the quadratic polynomial. As we saw through-
out this research paper, our permutations became increasingly com-
plicated. After an academic year of working on my research, I realize
that I have only begun to skim the surface. While I have had a chance
to study the permutations of the fixed, and period two points of the
family of quadratic polynomials, I have only just started to explore the
permutations of the period three and four points.

In dealing with the permutations of period three and four points,
there are still many questions worth exploring. I want to continuing
looking at the permutations from a group theory vantage point. I am
still unclear as to what type of subgroup my permutations creates, and
I want to further investigate the subgroup and its elements. I also want
to continue looking at the products of the generators of the fundamental

group. [ have begun to notice something peculiar happening with the
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FIGURE 21. ¢ ((75)), % ({76))

permutations of the period four points of the quadratic, but have yet
to have time to fully explore the ideas.

Lastly, I have yet to determine a manner in which to tie all my
research into generalizations. There are connections that I need to de-
velop in order to link the permutations of various period n points.
think I will have a better understanding of the workings of the permuta-
tions of the periodic points of the quadratics once I further investigate
the permutations of periodic points of a higher iteration.

43



[1]

REFERENCES

L.V. Ahlfors: Complex Analysis-An Introduction to the Theory of Analytic
Functions of One. McGraw-Hill Book Company Inc., New York (1953).

L.V. Ahlfors: Complex Analysis-2"* Edition. McGraw-Hill Book Company Inc.,
New York (1966).

M.A. Armstrong: Basic Topology. Undergraduate Texts in Mathematics,
Springer-Verlag New York Inc., New York (1983).

J. Bak, D.J. Newman: Complex Analysis. Undergraduate Texts in Mathematics,
Springer-Verlag, New York (1982).

R.L. Devaney: A First Course in Chaotic Dynamical Systems Theory and Ez-
periment. Adison-Wesley Publishing Company-The Advanced Book Program,
Reading (1992).

J.A. Gallian: Contemorary Abstract Algebra, Fifth Edition. Houghton Mifflin
Company, Boston (2002).

J.E. Marsden: Basic Complex Analysis. W.H. Freeman and Company, San Fran-
ciso (1973).

R. Miranda: Algebraic Curves and Riemann Surfaces. Graduate Studies in
Mathematics Volume Five, American Mathematical Society (1995).

G. Springer: Introduction to Riemann Surfaces. Addison-Wesley Publishing
Company, Inc., Reading (1957).

[10] I. Stewart and D. Tall: Complex Analysis (The Hitchhiker’s Guide to the

Plane). Cambridge University Press, New York (1983).

44



